
Essays in the Study and Modelling of Exchange

Rate Volatility

Genaro Sucarrat

5 September 2006





Contents

Acknowledgements v

1 Introduction 1

1.1 The Norwegian economy . . . . . . . . . . . . . . . . . . 6

1.2 Overview of thesis . . . . . . . . . . . . . . . . . . . . . . 9

2 Definitions and models of exchange rate variability 13

2.1 Definitions of exchange rate variability . . . . . . . . . . 14

2.2 Models of exchange rate variability . . . . . . . . . . . . 17

3 Exchange rate variability and market activity 25

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Theory and data . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.1 Exchange rate variability and market activity . . 27

3.2.2 Measuring variation in market activity . . . . . . 29

3.2.3 Other impact variables . . . . . . . . . . . . . . . 31

3.3 Empirical results . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.1 The uncontrolled impact of market activity . . . . 34

3.3.2 Variability persistence vs. market activity . . . . 35

3.3.3 The impact of market activity on variability . . . 37

3.3.4 Stability analysis of the impact of market activity 39

i



CONTENTS

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 General to specific modelling of exchange rate volatility:

A forecast evaluation 55

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 GETS modelling . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Empirical models . . . . . . . . . . . . . . . . . . . . . . 61

4.3.1 Models with both certain and uncertain informa-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.3.2 Models with certain information . . . . . . . . . . 65

4.3.3 Simple models . . . . . . . . . . . . . . . . . . . . 67

4.4 Out-of-sample forecast evaluation . . . . . . . . . . . . . 69

4.4.1 On the evaluation of volatility forecasts . . . . . . 70

4.4.2 1-step Mincer-Zarnowitz regressions . . . . . . . . 73

4.4.3 Out-of-sample MSE comparison . . . . . . . . . . . 74

4.4.4 Explaining the forecast results . . . . . . . . . . . 77

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 Exchange rate variability, market activity and hetero-

geneity 91

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.2 Data and notation . . . . . . . . . . . . . . . . . . . . . . 93

5.2.1 Period and range variability re-defined . . . . . . . 94

5.2.2 Measuring market activity . . . . . . . . . . . . . . 95

5.2.3 Other determinants of exchange rate variability . . 97

5.3 Empirical results . . . . . . . . . . . . . . . . . . . . . . . 99

5.3.1 Quote data vs. volume data . . . . . . . . . . . . . 101

5.3.2 Persistence vs. market activity . . . . . . . . . . . 102

5.3.3 Global vs. Norwegian market activity . . . . . . . 104

ii



CONTENTS

5.3.4 Does Norwegian bank size matter? . . . . . . . . . 106

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6 The first stage in Hendry’s reduction theory revisited 125

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2 The first stage in Hendry’s reduction

theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.3 The outcome set as consisting of possible worlds . . . . . 130

6.3.1 Possible worlds . . . . . . . . . . . . . . . . . . . . 131

6.3.2 Contingent particularism . . . . . . . . . . . . . . 133

6.3.3 Historically inherited particulars . . . . . . . . . . 135

6.3.4 Outcome sets consisting of indeterministic worlds

made up of historically inherited particulars . . . 136

6.4 The first stage in Hendry’s reduction theory revisited . . 137

6.4.1 Formulation of theoretical variables as a reduction 138

6.4.2 A definition of measurement validity . . . . . . . 139

6.5 A history based probabilistic definition of indeterministic

causality . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.5.1 Historical possibility . . . . . . . . . . . . . . . . . 142

6.5.2 Causal efficiency . . . . . . . . . . . . . . . . . . . 144

6.5.3 David Lewis’ ideas compared . . . . . . . . . . . . 146

6.5.4 Conditional expectations re-interpreted . . . . . . 147

6.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7 Conclusions 153

7.1 Summary of thesis . . . . . . . . . . . . . . . . . . . . . . 153

7.2 Suggestions for further research . . . . . . . . . . . . . . . 156

Data appendix 177

iii



CONTENTS

iv



Acknowledgements

In the course of researching and writing this thesis I have acquired a

debt to many people. The person I owe the most is my supervisor Luc

Bauwens, who is also co-author on two of the essays that make up this

thesis. My collaboration with Luc goes back to my Master dissertation

and I have thoroughly enjoyed learning from and working with him

throughout this period. Repeatedly you will find statements like ”I

owe a very very special thank to Luc, one of the best persons I have ever

met in my life” (Veredas 2002, p. 2), ”I would have never started a PhD

if I had not enjoyed working with him so much” (Beltran 2005, p. i) and

I would like to thank Luc for his ”dedicated help throughout my thesis”

(Giot 1999, p. i), in the acknowledgment parts of the theses of his former

PhD students. I can testify that these are not pure politeness phrases,

they are genuine expressions of gratitude. They convey the appreciation

of Luc as a scholar and as a person that I and his other PhD students

share. Luc, thank you very much.

Another person that I am substantially indebted to is my second

co-author, Dagfinn Rime. My collaboration with Dagfinn goes back to

my stay in Oslo during the Autumn 2003 - Winter 2004, and he is the

originator of two of the studies in the sense that they grew out of ideas

that originally were his. Baxter and Rennie (1996, p. vii) have stated

v



that in academia ”effort is too often expended on finding precise answers

to the wrong question..with no reference to the concern of practitioners”.

Dagfinn is one of the exceptions. He has a sense for what the interesting

questions are, and I am grateful for the opportunity to work with and

learn from him.

A colleague once joked that the only persons that will ever read my

thesis is my thesis committee. Admittedly this is an outcome which is

not unlikely, so I am particularly grateful to them for devoting their

time, effort and patience in reading and evaluating it. In addition to

Luc the committee consists of Farooq Akram, Vincent Bodart, Sébastien
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Chapter 1

Introduction

When John Maynard Keynes and Harry Dexter White—the chief ne-

gotiators of the UK and the USA—negotiated over the financial world

order in Bretton Woods in 1944, they both shared a common vision. The

”plan accords”, in the words of John Maynard Keynes, ”every member

government the explicit right to control all capital movements. What

used to be heresy is now endorsed as orthodox” (Keynes 1980b, p. 17,

cited in Helleiner 1994, p. 25). Although the UK and the US were

only two out of the more than forty allied nations that attended the

conference, the participants nevertheless shared the view that the un-

stable world financial order had played an important part in bringing

about two world wars.1 As the then US Treasury Department Secretary

Henry Morgenthau told the conference, the goal of the Bretton Woods

Agreement is to ”drive the usurious moneylenders from the temple of in-

ternational finance” (Gardner 1980, p. 76, cited in Helleiner 1994, p. 4).

Everyone’s mind revolved around the question of how a stable interna-

tional financial order could be put in place so that future wars could be

avoided, and to this end a dominant view was that international finan-

1



cial flows had to be restricted in order to promote trade among states,

and so that Keynesian demand management and stabilisation policies

could be pursued successfully. As White stated in early drafts of the

Bretton Woods Agreement, capital controls ”would give each govern-

ment much greater measure of control in carrying out its monetary and

tax policies” (Horsefield 1969, p. 67, cited in Helleiner 1994, p. 33).

Similarly, Keynes argued that the ”management of the domestic econ-

omy depends upon being free to have the appropriate rate of interest

without reference to the rates prevailing elsewhere in the world. Capital

control is a corollary to this” (Keynes 1980a, p. 149, cited in Helleiner

1994, p. 34).

Although the strict capital controls envisaged by the Bretton Woods

Agreement were never implemented, the period that followed has nev-

ertheless come to be known as the Bretton Woods System of exchange

rates because its nature was very much in spirit with the Agreement.

The years from 1945 to 1970s constitute the longest period in modern

times with comprehensive capital control enforced by the major Western

economies. During the 1960s the system came increasingly under stress

and ultimately collapsed in the beginning of the 70s. The US and the

UK subsequently led the way in a wave of financial market deregulation,

and states had to adopt new ways in handling exchange rate variability,

including coordinated exchange rate management between governments,

joint currency market interventions by central banks, monetary unions,

currency boards, etc. Faced with such a situation financial economet-

ric models can be of use for both policy makers and businesses alike.

For businesses they may be useful as tools in risk management, whereas

policymakers may use them to acquire knowledge about what and how

economic factors impact upon financial variability for informed policy-

2



CHAPTER 1. INTRODUCTION

making.

Throughout this thesis a distinction is made between the variability

of exchange rate changes on the one hand and the volatility of exchange

rates on the other. According to the Merriam-Webster Online dictio-

nary the etymological origin of the word ”volatility” is the latin volatilis,

which is a derivative of volare, ”to fly”. Although one of the meanings of

volatility still is ”flying” or ”having the power to fly”, the term typically

carries a rather different and specific meaning in financial econometrics,

namely the conditional or unconditional variance (or standard devia-

tion) of a financial price increment. Exchange rate variability on the

other hand is here defined as squared exchange rate return. Contrary to

what the title of this thesis might suggest the main focus of this thesis

is actually on variability. But since exchange rate volatility effectively is

a model or prediction of exchange rate variability in most of the mod-

els employed in this thesis (chapter 2 provides further discussion and

makes the distinction more precise), and since it is customary to speak

of ”volatility models” in this way in the literature although it strictly

speaking is incorrect—the correct would be ”models of the squared error

term” or something in this vein, the terms will at times be used inter-

changeably as if they stood for the same phenomenon. Nevertheless,

as will become apparent—in particular in chapter 4 where a modelling

strategy is evaluated, whether one’s main focus is on one or the other

can lead to important methodological choices.

There are three main themes in this thesis. The first theme is the

relation between exchange rate variability and market activity, and more

precisely there are two questions within this theme that will receive spe-

cial attention. First, what is the relation between period to period—or

”short-term”—changes in variability and period to period changes in

3



market activity? And second, what is the relation between the general

—or ”long term”—level of variability and the general level of market ac-

tivity? When Karpoff (1987) surveyed the relationship between financial

variability and trading volume—a measure of market activity—during

the mid-eighties, only one out of the nineteen studies he cited was on

exchange rates. This was partly because of a lack of data. The increased

availability of data brought by the nineties has changed this and today

there are numerous studies that shed light, directly or indirectly, on the

relation between exchange rate variability and market actitivity. The

empirical studies in this thesis, I believe, contribute to this literature.

The second theme concerns the modelling of exchange rate volatility.

It is fair to say that most of the financial econometric volatility literature

has been driven by a business perspective rather than a policymaking

perspective. This is not to say that questions that are interesting for

businesses are not interesting for policymakers. Nor am I saying that

the business perspective does not help us to understand the economic

reasons for the variation in variability. On the contrary. What I am

saying though is that questions more often would have been addressed

differently if the literature had been more influenced by a policymaking

or explanatory perspective rather than a business perspective. For in-

stance, the seminal work by Clark (1973), which models price increments

as random but volatility as dependent on ”information arrival”, had as

its main objective to explain the leptokursis of financial returns rather

than variation in volatility. A more recent example is the continuous

time volatility literature, spurred by Andersen and Bollerslev’s (1998)

highly influential article. It is easy to see the usefulness of this literature

for those who price derivatives by means of continuous time models, but

it is not apparent that the insights of this literature are equally useful for

4



CHAPTER 1. INTRODUCTION

policymakers. Agents’ loss functions are typically in terms of observed

prices, so I thus find it natural that the variability of those observed

price increments occupy the centre of attention, or at least constitute

the ultimate yardstick to evaluate estimates from continuous time mod-

els. Moreover, in addition to a range of theoretical and practical issues,

there are serious philosophical objections to the view that low frequency

models of volatility and/or variability should be evaluated against es-

timates derived from continuous time models in explanatory modelling

in general. (These philosophical objections will be briefly alluded to in

subsection 4.4.1 in chapter 4.)

The third theme of the thesis concerns the nature of human real-

ity. I take as my starting point, my human ontology so to say, that the

course of history is indeterministic, that history does not repeat itself,

that the past has a bearing upon the future, that people differ from each

other at each point in time, that economic events have temporal exten-

sion, and that causal connections between economic events supervene

on processes made up of chains of economic events, each with tempo-

ral extension.2 Empirical dynamic econometrics is thus an activity that

aims at developing history-repeats-itself representations (models), that

is, approximate generalisations, that hold over time. An own chapter

in this thesis is devoted to how these ideas can be reconciled within

the framework of David F. Hendry’s (1995, chapter 9) reduction theory,

and that chapter appears towards the end of the thesis as chapter 6.

Although seemingly unrelated to the rest its content actually underpins

the whole thesis, and proposes some solutions to certain issues in the

financial volatility literature. The direct relation between this chapter

and other parts of the thesis is most obvious in chapter 4 which evalu-

ates the socalled general-to-specific (GETS) methodology applied to the

5



1.1. THE NORWEGIAN ECONOMY

modelling of exchange rate volatility, since the GETS methodology is

based upon and tries to mimic reduction theory. Moreover, section 4.4.1

of that chapter raises serious philosophical objections—motivated by my

human ontology—to the view alluded to above that low frequency pre-

dictions of volatility should be evaluated against estimates derived from

continuous time models. Also, many other choices, points and argu-

ments of greater or smaller importance in the thesis are based upon the

argument and assumptions of chapter 6. Logically it should therefore

appear at the beginning of the thesis, but for pedagogical reasons I have

placed it at the end.

A further consequence of my viewpoint on the nature of human re-

ality concerns the particularity of theories and models. The empirical

studies in this thesis are all on Norwegian data, which means that the

object of study differs substantially from the object of study that most

frequently appear in international journals. For this reason it seems

pertinent to learn more about Norway.

1.1 The Norwegian economy

This section gives a broad overview of the Norwegian economy over the

period studied in this thesis, namely 8 January 1993 to 25 February 2005,

paying particular attention to characteristics of relevance for the study

and modelling of exchange rate variability.3 More details are provided

in bits and pieces later in the thesis, in particular in chapters 2 and 3.

Norway is a small and open economy with only four and a half mil-

lion inhabitants, and has one of the highest ratios of export plus import

to GDP in the world. Accordingly, with its own money and no formal

peg or exchange rate arrangement against other currencies, the vari-
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CHAPTER 1. INTRODUCTION

ability of Norwegian exchange rates is of major importance. Over the

period 8 January 1993 - 25 February 2005 one may distinguish between

three different exchange rate management regimes. The first regime

may be labelled an ”exchange rate stabilisation” regime and lasted to

around the middle or end of 1998 (a discussion on when this regime

ended appears below). Until the end of 1992 the Norwegian krone was

pegged to the European Currency Unit (ECU) by Government resolu-

tion, which obliged Norges Bank—the Central Bank of Norway—to buy

and sell Norwegian kroner at values within +/- 2.25% of the reference

value 7.9940 NOK = 1 ECU. However, Norges Bank also used interest

rate changes actively as a means of keeping the value within the bands.

The obligation to buy and sell Norwegian kroner within these margins

could only be suspended through Government resolution for a limited

period of time (maximum 30 days), and such a resolution was issued 10

December 1992 following a request from Norges Bank due to the cur-

rency market turmoil in the Autumn 1992. On Friday 8 January 1993,

29 days after the 10 December resolution, a new Government resolution

was issued which freed Norges Bank from the obligation to buy and sell

the krone at any value. Effectively this implied a change from a fixed

to a floating exchange rate management regime, whose new objective

was to stabilise—in the sense of avoiding large swings—the Norwegian

krone.4 In order to stabilise the Norwegian krone Norges Bank made use

of both interest rate changes and currency interventions, but it is not

publicly known to what extent the latter was used since Norges Bank

currency interventions are confidential.

Whether the second exchange rate regime, which may be labelled

”partial inflation targeting”, started in May 1998 or in the beginning

of 1999 with the arrival of the current Governor of the Bank is not ev-

7



1.1. THE NORWEGIAN ECONOMY

ident. In May 1998, after a formal letter exchange with Norges Bank,

the Ministry of Finance affirmed that the best way to achieve exchange

rate stability was to pursue an inflation policy that did not differ sub-

stantially from the European Monetary Union (EMU) countries. This

differed slightly from previously, since previously it was comparable in-

flation level to Norway’s main trading partners—which comprises more

countries than EMU—that had been specified as one of the main means

of achieving exchange rate stability. So according to one view a shift

in exchange rate management took place in May 1998. But even if the

Ministry of Finance affirmation meant a de facto change in May 1998

rather than in the beginning of 1999, it would nevertheless be difficult to

detect the change in the data because of the currency market turmoils

that followed during the summer and autumn of 1998 due to the Rus-

sian Moratorium. Moreover, according to several analysts the arrival

of the new Governor in January 1999 implied greater weight than his

predecessors on comparable inflation policy (with the EMU countries)

as a means of achieving exchange rate stability.5 For these reasons we

find it convenient to define the start of the partial inflation regime as to

coincide with the arrival of the new Governor in the beginning of 1999

rather than from the formal letter exchange in May 1998.

The third exchange rate regime started 29 March 2001 when Norges

Bank was instructed by the Ministry of Finance to fully pursue an infla-

tion target of 2.5%. The period after March 2001 may thus be termed a

”full” inflation targeting regime. Although analysts agree that a formal

change took place on this date, they disagree to what extent there were

learning effects present before and/or after the change.

The most important exchange rate for the actors that regularly trade

the Norwegian krone (NOK) in the spot market is the krone against the

8



CHAPTER 1. INTRODUCTION

Euro (NOK/EUR), and before 1999 the most important exchange rate

was the krone against the Deutsche Mark (NOK/DEM).6 For simplicity

reasons we transform the latter into Euro-equivalents using the official

conversion rate 1.95583 DEM = 1 EUR, so that we can talk of a single

exchange rate rather than two. Figure 1.1 contains a graph of the level of

the Bid NOK/EUR at the end of the last trading day of the week over the

study period.7 An increase in the exchange rate means a depreciation in

the value of the NOK, and a decrease the opposite. Level expectations

appear to be present in the sense that there are no values above or

below 9.2 and 7.2, respectively, and in the sense that rarely do we find

values above 8.8 or below 7.6. Figure 1.2 contains a graph of the log-

return of NOK/EUR in percent over the study period, and exhibits two

apparent characteristics.8 First, there seems to be a notable break in the

general level of variability around the end of 1996 or beginning of 1997,

and second other structural breaks do not seem to occur henceforth (for

instance in relation with the transition from one regime to another)—or

at least they are not apparent by just looking at the graphs. It would

be of great interest if one could explain the general increase from 1997

and onwards by a general increase or decrease in NOK/EUR trading,

but as we will see things are not so straightforward.

1.2 Overview of thesis

The rest of the thesis is divided into six chapters and one appendix.

Chapter 2 describes and motivates the definitions and models of vari-

ability that will be entertained in this thesis. In particular, the chapter

describes and motivates the exponential model of variability (EMOV)

as particularly useful for explanatory financial variability modelling and

9



1.2. OVERVIEW OF THESIS

hypothesis testing. Chapter 3 makes full use of the EMOV and the def-

initions of variability from chapter 2 in a study of the relation between

exchange rate variability and market activity. Chapter 4 undertakes

an out-of-sample forecast evaluation of general-to-specific (GETS) mod-

elling of exchange rate volatility, a modelling strategy that has proved

powerful in the explanatory econometric modelling of many other eco-

nomic series. Chapter 5 approaches the relation between exchange rate

variability and market activity from a slightly different angle compared

to that of chapter 3. A Norwegian dataset on currency transaction

volume enables us to study the role played by heterogeneity in the re-

lation between variability and market activity. Chapter 6 proposes a

solution to some shortcomings in the probabilistic reduction theory that

underpins GETS modelling. Chapter 7, the final chapter of the thesis,

contains the conclusions and proposes an agenda for future research.

References and endnotes follow the conclusions, whereas tables and fig-

ures follow each chapter. The data appendix which contains details of

the data transformations and sources of the original untransformed data

is placed at the very end of the thesis.

10
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uary 1993 to 25 February 2005
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Chapter 2

Definitions and models of

exchange rate variability

This chapter is a substantially revised amalgam of parts in Bauwens,

Rime and Sucarrat (2006), and Bauwens and Sucarrat (2006).

The main purposes of this chapter is to introduce and motivate the def-

initions and models of exchange rate variability that will be employed

in the thesis, and to relate them to the literature. The chapter con-

tains two sections. In the first section a distinction between period

and within-period variability is made, a distinction which is of partic-

ular usefulness when studying variability across different exchange rate

regimes as in the case of Norway in this thesis. The second section

presents and describes the exponential model of variability (EMOV), a

model that is especially useful and flexible in explanatory exchange rate

variability modelling, and relates the model to the more common autore-

gressive conditional heteroscedasticity (ARCH) and stochastic volatility

(SV) families of models.
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2.1. DEFINITIONS OF EXCHANGE RATE VARIABILITY

2.1 Definitions of exchange rate variability

Conceptually we may distinguish between period variability on the one

hand and within or intra-period variability on the other. If St = {S0(t),

S1(t), . . . , Sn(t), . . . , SN−1(t), SN(t)} denotes a sequence of exchange rates

between two currencies at times 0, 1, . . . , N in period t, then the squared

(period) log-return [log(SN(t)/S0(t))]2 is an example of a period definition

of variability. Range variability, defined as [log(maxSt) − log(minSt)]2

where log(maxSt) − log(minSt) is the range log-return, and realised

volatility, defined as
∑N(t)

n(t)=1[log(Sn(t)/Sn−1(t))]2, are examples of within-

period definitions of variability. The main difference between period and

within-period definitions of variability is straightforward. In addition

to time 0 to time N variation the latter is also capable of capturing

variation between 0 and N . For example, if Sn fluctuates considerably

between 0 and N but ends up close to S0 at N , then the two types

may produce substantially different results. Under certain assumptions

the three definitions essentially provide estimates of the same thing, see

amongst other Parkinson (1980), Garman and Klass (1980), Andersen

and Bollerslev (1998), Andersen et al. (2001), Andersen et al. (2005) and

Aı̈t-Sahalia (2006). However, the reader should be aware that nowhere

do we rely upon restrictive continuous time models (see subsection 4.4.1

for an argument for why and under which circumstances continuous time

models serve as restrictions on discrete models).

To fully appreciate the distinction between period and within-period

variability, recall that Norway experienced three different exchange rate

regimes (see subsection 1.1) over the sample studied in this thesis. It

is not at all clear at the outset that period and within-period defini-

tions of exchange rate variability behave and react similarly across the
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regimes, even though they should population-wise according to some

statistical models. Two definitions of variability will play center stage

in this thesis, period and range variability. The main characteristics of

Norwegian weekly period variability and weekly range variability and

their log-transformations are contained in tables 2.1 and 2.2, and in fig-

ures 2.1 and 2.2. Weekly period variability is denoted V w
t and weekly

range variability is denoted V hl
t (the superscript ”hl” is supposed to

evoke the association ”high-low”). Their log-counterparts are in small

letters, that is, vw
t and vhl

t , and for their exact constructions the reader

is referred to the data appendix at the end of the thesis. There are at

least five characteristics worth noting. First, over the whole period the

sample standard deviation of V hl
t is more that the double than that of

V w
t . Second, the log-transformation, which makes pairs of large obser-

vations (in absolute value) less influential, matters for both correlations

and standard deviations. For instance, over the whole sample the sample

correlation between V w
t and V hl

t is 0.85, whereas the sample correlation

between vw
t and vhl

t is only 0.65. With respect to standard deviations,

the standard deviations of range variability are lower than those of pe-

riod variability when the log is applied, whereas the opposite is the case

when the log is not applied. Note also that the downward spikes in the

figure of vw
t is due to the log-transformation being applied on squared

returns when returns are close to zero. Third, the log-transformed defini-

tions are less correlated than one might have expected, with a minimum

of 0.60 attained over the period January 1999 to March 2001. Fourth,

general increases or shifts upward in variability around 1 January 1999

(the beginning of the partial inflation targeting regime) and 29 March

2001 (the beginning of the full inflation targeting regime) are absent—or

at least seemingly so. In probabilistic terms, if variability is covariance

15



2.1. DEFINITIONS OF EXCHANGE RATE VARIABILITY

stationary with mean µ then a change to µ′ does not seem to take place

around the regime changes. One might have expected that the policy

regime changes (see section 1.1) would have resulted in general shifts

upwards in variability around these dates. However, if this is the case

then this is not evident by just looking at the graphs. Alternatively, the

apparent absence of shifts in variability might be due to the fact that the

markets had expected these changes and already adapted to them. Fifth

and finally, graphically there seems to be a marked and lasting increase

in variability around late 1996 or in the beginning of 1997. This is partly

in line with Giot (2003) whose study supports the view that the Asian

crisis in the second half of 1997 brought about a sustained increase in

the variability of financial markets in general. In the case of Norwegian

exchange rate variability, however, the shift upwards seems to have taken

place earlier, namely towards the end of 1996 or in the beginning of 1997.

This may be attributed to the appreciatory pressure on the Norwegian

krone in late 1996 and early 1997. But another hypothesis, put forward

by van Dijk et al. (2005), is that the general shift upwards is due to a

European Council meeting in December 1996 in which a decision con-

cerning the European Monetary Union (EMU) was made. Van Dijk et

al. (2005) show that several daily European non-EMU exchange rates

(denominated in US dollars) exhibit a shift upwards in the general level

of variability around this date, including the NOK/USD exchange rate.

This is partly consistent with the argument of Bjønnes et al. (2005).

Their results are compatible with an increase in NOK-trading by for-

eigners, but they attribute it to a ”speculative attack” rather than a

general increase in NOK-speculation, which would be more in line with

the explanation given by van Dijk et al. (2005).
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2.2 Models of exchange rate variability

If st denotes the log of an exchange rate and rt is either the period or

range log-return, then we will refer to r2
t as variability. The exponential

model of variability (EMOV) is given by

r2
t = exp(b′xt + ut), (2.1)

where b is a parameter vector, xt is a vector of conditioning variables

that may (or may not) contain values prior to t, and {ut} is a sequence

of mutually uncorrelated and homoscedastic variables each with condi-

tional mean equal to zero.9 The linear specification in the exponent

is motivated by several reasons. The most straightforward is that it

results in simpler estimation compared with the more common ARCH

and SV models, in particular when many explanatory variables are in-

volved. Under the assumption that {r2
t = 0} is an event with probability

zero, then consistent and asymptotically normal estimates of b can be

obtained almost surely with OLS under standard assumptions, since

log r2
t = b′xt + ut with probability 1. (2.2)

Another motivation for the exponential specification is that large val-

ues of r2
t become less influential. A third motivation, pointed to by

(amongst others) Engle (1982), Geweke (1986) and Pantula (1986), and

which subsequently led Nelson (1991) to formulate the exponential gen-

eral ARCH (EGARCH) model, is that it ensures positivity. This is

particularly useful in empirical analysis because it ensures that fitted

values of variability are not negative. Finally, another attractive feature

of the exponential specification is that it produces residuals closer to the
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normal in (2.2) and thus presumably leads to faster convergence of the

OLS estimator. In other words, the log-transformation is likely to result

in sounder inference regarding b in (2.2) when an asymptotic approxi-

mation is used. Applying the conditional expectation operator in (2.1)

gives

E(r2
t |It) = exp(b′xt) · E[exp(ut)|It], (2.3)

where It denotes the information set in question (note that It not only

contains b′xt, it may also contain additional information). An estimate

of conditional observed volatility is readily obtained if either {ut} is IID

or if {exp(ut)} is a mean innovation, that is, E[exp(ut)|It] = E[exp(ut)]

for t = 1, . . . , T , since the formula 1
T

∑T
t=1 exp(ût) then provides a con-

sistent estimate of the proportionality factor E[exp(ut)|It].

To see the relation between the EMOV and the ARCH and SV fam-

ilies of models, recall that the latter two decompose returns into a con-

ditional mean µt and a remainder et

rt = µt + et, (2.4)

where et is commonly decomposed into et = σtzt if {et} is heteroscedas-

tic.10 In principle rt can be both period and range return, but admit-

tedly most scholars would prefer to think of it as period return. Also,

the literature has evolved having period return in mind. The better µt is

specified the smaller et is in absolute value, and the better σt is specified

the smaller zt is in absolute value. If σ2
t follows a non-stochastic autore-

gressive process and if V ar(r2
t |It) = σ2

t , then (2.4) belongs to the ARCH

family. A common example is the GARCH(1,1) of Bollerslev (1986)

σ2
t = ω + αe2

t−1 + βσ2
t−1, (2.5)
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with zt ∼ IN(0, 1). Explanatory terms, say, c′yt, would typically enter

additively in (2.5). If σ2
t on the other hand follows a stochastic autore-

gressive process, then (2.4) belongs to the SV family of models, and in

the special case where σt and zt are independent the conditional variance

equals E(σ2
t |It).

The EMOV can bee seen both as an approximation to the ARCH and

SV families of models of volatility, and as a direct model of variability.

To see this consider the specification

rt = σtzt. (2.6)

Squaring yields (2.1) above if σ2
t = exp(b′xt) and z2

t = exp(ut), and

applying the log gives (2.2) with ut = log z2
t . Now, recall that expected

variability within the ARCH family11 is

E(r2
t |It) = µ2

t + σ2
t . (2.7)

In words, the total expected exchange rate variation consists of two com-

ponents, the squared conditional mean µ2
t and the conditional variance

σ2
t . As Jorion (1995, footnote 4 p. 510) has noted σ2

t typically dwarfs

µ2
t with a factor of several hundreds to one,12 so the ”de-meaned” ap-

proximation

µ2
t + σ2

t ≈ σ2
t (2.8)

is often reasonably good in practice. As a consequence, the expression

exp(b′xt)·E[exp(ut)|It] can be interpreted both as a model of variability

r2
t and as a model of volatility.
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Table 2.1: Descriptive statistics of weekly period and range variability

1993/1− 1993/1− 1999/1− 2001/4−
2005/2 1998/12 2001/3 2005/2

(T = 633) (T = 311) (T = 118) (T = 204)
V w

t Avg. 0.60 0.49 0.54 0.81
Med. 0.14 0.07 0.15 0.25
St.dev. 1.66 1.84 1.27 1.56
Max. 19.36 19.36 12.33 11.91
Min 0.00 0.00 0.00 0.00

V hl
t Avg. 1.76 1.46 1.69 2.26

Med. 0.83 0.38 1.15 1.52
St.dev. 3.80 4.83 2.35 2.38
Max. 69.06 69.06 22.76 15.58
Min 0.02 0.02 0.23 0.20

vw
t Avg. -2.40 -2.96 -2.02 -1.76

Med. -2.00 -2.60 -1.92 -1.38
St.dev. 2.44 2.54 2.05 2.31
Max. 2.96 2.96 2.51 2.48
Min -10.76 -10.76 -8.97 -10.23

vhl
t Avg. -0.26 -0.87 0.16 0.43

Med. -0.19 -0.97 0.14 0.41
St.dev. 1.31 1.41 0.78 0.86
Max. 4.23 4.23 3.13 2.75
Min -3.92 -3.92 -1.45 -1.60

Note: Zero-values are due to rounding.
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Table 2.2: Sample correlations between weekly pe-
riod and range variability

Sample V w
t V hl

t vw
t vhl

t

1993/1- V w
t 1.00 vw

t 1.00
2005/2 V hl

t 0.85 1.00 vhl
t 0.65 1.00

1993/1- V w
t 1.00 vw

t 1.00
1998/12 V hl

t 0.85 1.00 vhl
t 0.65 1.00

1999/1- V w
t 1.00 vw

t 1.00
2001/3 V hl

t 0.92 1.00 vhl
t 0.60 1.00

2001/4- V w
t 1.00 vw

t 1.00
2005/2 V hl

t 0.90 1.00 vhl
t 0.64 1.00
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Figure 2.1: Weekly NOK/EUR period and range variability from 8 Jan-
uary 1993 to 25 February 2005 (633 weekly non-missing observations)
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Chapter 3

Exchange rate variability

and market activity

This chapter is a substantially revised version of Bauwens, Rime and

Sucarrat (2006).

3.1 Introduction

If exchange rates walk randomly and if the number of steps depends

positively on the extent of market activity, then increased market activ-

ity should increase exchange rate variability. This chain of reasoning is

the economic essence of the socalled ”mixture of distribution hypothe-

sis” (MDH) associated with Clark (1973), who suggested that market

activity—measured by volume—acts as a proxy for the number of in-

formation events. Since changes in market activity also reflect calendar

effects (holidays, say) and institutional changes we will not restrict our-

selves to Clark’s explanation, however. Moreover, as argued by Tauchen

and Pitts (1983), a general increase in market activity might have the

opposite effect on volatility than that suggested by Clark (1973). In
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terms of the random walk metaphor, a general increase in market activ-

ity might reflect increased liquidity which could lead to smaller steps.

So the direction of the overall effect is not certain.

When Karpoff (1987) surveyed the relationship between financial

price variability and trading volume during the mid-eighties, only one

of the nineteen studies he cited was on exchange rates. The increased

availability of data brought by the nineties has changed this, and the ten

studies that we summarise in table 3.1 are only a subset of the currently

available studies that directly or indirectly investigate the relationship

between exchange rate variability and market activity. Nevertheless,

our study of Norwegian weekly exchange rate variability from 1993 to

2003 adds to the literature in several ways. First, our study spans more

than a decade covering three different exchange rate regimes. Second,

not only do we find that the impact of week-to-week changes in market

activity on exchange rate variability is positive and statistically signif-

icant, but in addition parameter stability analysis suggests the impact

is relatively stable across the different exchange rate regimes. Finally,

our results do not support the hypothesis that an increase in the general

level of market activity—for example due to an increase in the number

of traders—reduces exchange rate variability. On the contrary, some of

our results suggest within-period variability increases.

The rest of this chapter is organised as follows. In section 3.2, we

review the link between exchange rate variability and market activity,

discuss measurement issues, and present our data and the other eco-

nomic variables that we include in our statistical analysis. Section 3.3

contains our empirical results, whereas section 3.4 concludes.
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3.2 Theory and data

This section contains three subsections. Subsection 3.2.1 reviews the

link between variability and market activity, whereas subsection 3.2.2

presents our market activity data (quote frequency) and explains how we

use them in measuring variation in market activity. Finally, subsection

3.2.3 motivates and describes the other variables which we include in

the empirical part.

3.2.1 Exchange rate variability and market activity

Denoting by st the log of an exchange rate, a simple formulation of the

framework in which the relation between financial variability and market

activity often is analysed can be stated as

∆st =
N(t)∑

n=1

∆sn, n = 1, . . . , N(t), s0 = sN(t−1), (3.1)

{∆sn} IID, ∆sn ∼ N(0, 1), (3.2)

∂E[N(t)|νt]
∂νt

> 0, (3.3)

see subsection 2.1 for a fuller explanation of the subscript notation. The

first line (3.1) states that the price increment of period t is equal to the

sum of the intra-period increments where N(t) is the number of incre-

ments in period t, (3.2) is a random walk hypothesis (any ”random walk”

hypothesis would do), and (3.3) states that the mean of the number of

intra-period increments N(t) conditioned on the extent of market activ-

ity νt in period t is strictly increasing in νt. Examples of variables that

are believed to increase market activity are an increase in the number of

traders and the arrival of relevant information. However, circumstances
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that are likely to increase market activity might also have a converse

effect by affecting the size—in absolute value—of the increments. For

example, Tauchen and Pitts (1983) argue (in a nutshell) that an increase

in the number of traders, which is believed to result in increased liquid-

ity and thus increased market activity in terms of volume, reduces the

size of the intra-period increments. Here this is akin to replacing (3.2)

with (say)

∆sn = σn(νn)zn, σ′n < 0, {zn} IID, zn ∼ N(0, 1). (3.4)

In other words, increased market activity produces two counteracting

effects. One effect would tend to reduce period variability through the

negative impact on the size of the intra-period increments, whereas the

other effect would tend to increase period variability by increasing the

number of increments. Taking (3.1) together with (3.3) and (3.4) as our

starting point there is thus two possibilities:

∂Var(∆st|νt)
∂νt

> 0 (3.5)

∂Var(∆st|νt)
∂νt

< 0. (3.6)

In words, the first hypothesis states that increased market activity in-

creases period variability, whereas the second holds the opposite. That

(3.5) is the case is generally suggested by table 3.1, whereas (3.6) is

suggested by Tauchen and Pitts (1983). However, it should be noted

that the empirical results of Jorion (1996) and Bjønnes et al. (2003) do

not support the hypothesis that a general increase in market activity

reduces variability.
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3.2.2 Measuring variation in market activity

Several types of data have been used in order to construct measures

of exchange rate market activity and of variables that are believed to

have an impact on exchange rate market activity. Some of these data

include transaction volume, the number of transacted contracts, quote

frequency and samples from the news-screens of Reuters or Telerate. In

this study we make use of quote frequency as our measure of market

activity. More precisely, before 1 January 1999 our quote series consists

of the number of BID NOK/DEM quotes per week, and after 1 January

1999 it consists of the number of BID NOK/EUR quotes per week. The

source of the quote frequency series is Olsen Financial Technologies and

we denote the log of the number of quotes in week t by qt. However,

it should be noted that we have adjusted the series for two changes in

the underlying data collection methodology—see the data appendix for

details. Graphs of qt and ∆qt are contained in figure 3.1.

Empirical studies of the relationship between financial variability and

variation in market activity goes back at least to Clark (1973). Clark

and subsequent studies, however, included market activity measures or

its log-transformation directly in their regressions, see for example Epps

and Epps (1976), and Tauchen and Pitts (1983). The drawback of this

is that one may not distinguish between the impacts two different types

of variation in market activity may have on financial variability. The

two different types of variation in market activity may be referred to as

”period-to-period” or ”short-term” or ”unexpected” variation in market

activity on the one hand, and ”general” or ”long-term” or ”expected”

variation in market activity on the other. The ”expected” vs. ”unex-

pected” terminology is due to Bessembinder and Seguin (1992). Week-

to-week variation in market activity is an example of the first type and
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is compatible with Clark’s (1973) suggestion that variation in informa-

tion arrival is a major determinant of the variation in market activity.

A general increase in liquidity due to (say) an increase in the number of

traders, which Tauchen and Pitts (1983) suggested would have a nega-

tive effect on variability and which would typically manifest itself as a

general shift upwards in volume, is an example of the second type. If qt

denotes the log of market activity measure in week t, then a straightfor-

ward decomposition is to define short-term variation as ∆qt = qt − qt−1

and long-term variation as qt−1, since by definition qt = ∆qt +qt−1. The

short-term component ∆qt has a straightforward and intuitive economic

interpretation, namely the relative increase or decrease in market activ-

ity compared with the previous period. Similarly, if qt−1 is sufficiently

serially correlated with previous lags, that is, with qt−2, with qt−3 and

so on, then its economic interpretation is the ”general” or ”long-term”

level of market activity. In terms of a conditional heteroscedasticity

model of a financial return series the objective of qt−1 is to explain au-

toregressive heteroscedasticity, whereas the objective of ∆qt is to explain

non-autoregressive or short-term heteroscedasticity.

The drawback of using qt−1 as a measure of long-term variation in

market activity is that it might be a noisy measure. One solution is

therefore to replace qt−1 with a smoothed expression, see for example

Bessembinder and Seguin (1992), Hartmann (1999), and Bjønnes et al.

(2005). Specifically, these studies use a two-step ARMA decomposition

proposed by Bessembinder and Seguin (1992) which in our context would

consist of first fitting a model to ∆qt and then using the fitted values of qt

(not the fitted values of ∆qt) as a measure of long-term variation. There

are at least two drawbacks with this procedure. First, it might lead to a

socalled ”generated regressor” problem, see Pagan (1984). Second, it is
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not given that the optimal predictor of the level of market activity using

past values of market activity is the optimal predictor of the general

level of financial volatility. For these reasons we also consider a simple

alternative measure of long-term variation, namely simple averages of

past values. For instance, the average of log of quote frequency qt using

two past values is equal to (qt−1 + qt−2)/2 and is denoted q̄2
t−1, the

average using three values is equal to (qt−1 + qt−2 + qt)/3 and is denoted

q̄3
t , and so on.

3.2.3 Other impact variables

Other economic variables may also influence variability and should be

controlled for. The first economic variable is a measure of general cur-

rency market turbulence and is measured through EUR/USD-variability.

If mt = log (EUR/USD)t, then ∆mt denotes the weekly return of

EUR/USD, Mw
t stands for weekly variability, and mw

t is its log-

counterpart.13 The petroleum sector plays a major role in the Nor-

wegian economy, so it makes sense to also include a measure of oilprice

variability. If the log of the oilprice is denoted ot, then the weekly return

is ∆ot, and weekly variability is Ow
t with ow

t as its log-counterpart. We

proceed similarly for Norwegian and US stock market variables. If xt

denotes the log of the main index of the Oslo stock exchange, then the

associated variables are ∆xt, Xw
t and xw

t . In the US case ut is the log

of the New York stock exchange (NYSE) index and the associated vari-

ables are ∆ut, Uw
t and uw

t . The motivation behind these variables is that

financial markets are interlinked directly through international investors

who continuously compare the returns and risk opportunities associated

with each market, and psychologically since bearish and bullish senti-

ments may transmit from one market to another.14 To account for the
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possibility of skewness in rt, that is, that exchange rate depreciations

tend to be larger in absolute value than appreciations, and asymmetries

in rt, that is, that major falls in the value of the exchange rate tends

to bring about a subsequent period of higher variability (for a common

stock this implies higher leverage), we use the lagged return rt−1 for the

latter, and an impulse dummy iat equal to 1 when returns are positive

and 0 otherwise for the former. We also include variables intended to

account for the impact of holidays and seasonal variation. These are

denoted hlt with l = 1, 2, . . . , 8, see the appendix for further details. A

step dummy sdt equal to 0 before 1997 and 1 after intended to account

for what seems to be a structural break around the beginning of 1997,

is also included. Admittedly we do not test for such a break (tests were

carried out in earlier versions of the study, and in the current version we

encountered numerical problems), but not including sdt results in resid-

ual serial correlation and thus provides a partial justification at least. A

Russian moratorium dummy idt equal to 1 in one of the weeks following

the Russian moratorium (the week containing Friday 28 August 1998

to be more precise) and 0 elsewhere is included in the range variability

regressions. Its motivation is that it is needed for residual normality in

all the log of range variability regressions, and in some it also removes

residual serial correlation.

The foreign interest-rate variables that we include are constructed

using an index made up of the short term market interest-rates of the

EMU countries. Specifically, if IRemu
t denotes this interest-rate index

then we include a variable that is denoted iremu
t and which is defined as

(∆IRemu
t )2. The Norwegian interest-rate variables that are included are

constructed using the main policy interest rate variable of the Norwe-

gian central bank, and the reason we do not use market interest rates is
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that their impact seems to be substantially unstable—even within each

exchange rate regime. The construction of the interest-rate variables re-

flect the regime changes that took place over the sample period, since an

interesting question is whether policy interest rate changes contributed

differently to exchange rate volatility in the partial and full inflation

targeting periods, respectively.15 Let Ft denote the main policy interest

rate in percentages and let ∆Ft denote the change from the end of one

week to the end of the next. Furthermore, let Ia denote an indicator

function equal to 1 in the period 1 January 1999 - Friday 30 March 2001

and 0 otherwise, and let Ib denote an indicator function equal to 1 after

30 March 2001 and 0 before. Then ∆F a
t = ∆Ft×Ia and ∆F b

t = ∆Ft×Ib,

respectively, and fa
t and f b

t stand for |∆F a
t | and |∆F b

t |, respectively. Ef-

fectively this means that we do not include interest rate variables in

the first regime, and the reason for this is to avoid simultaneity issues

since Norges Bank actively used the interest rate in their exchange rate

management during the first regime.

3.3 Empirical results

This section proceeds in four steps and all estimates are of models nested

within the general specification

vt = b0 +
5∑

k=1

bkvt−k + b6q̄
6
t−1 + b7∆qt + b8m

w
t + b9o

w
t +

b10x
w
t + b11u

w
t + b12f

a
t + b13f

b
t + b14ir

emu
t + b15sdt+

b16iat + b17rt−1 +
8∑

l=1

b17+lhlt + b26idt + et, (3.7)
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where vt stands for the log of variability in question (period or range)

and et is the error term. It should be noted that in all estimations

only the sample ranging from 8 January 1993 to 26 December 2003 (573

observations) is used. In the first two subsections we shed light on the

impact of market activity paying particular attention to the concerns

and results of the literature on the relation between market activity

and financial price variability. The third subsection tests the impact of

market activity controlling for the impact of other variables, whereas the

final subsection explores whether the impact of market activity depends

on exchange rate regime.

3.3.1 The uncontrolled impact of market activity

In this subsection we study the impact of market activity on exchange

rate volatility without controlling for other variables. The motivation

for this is that several important contributions (including Clark (1973),

Epps and Epps (1976), and Tauchen and Pitts (1983)) have put forward

the view that market activity is a main determinant of variability, and

that other variables essentially work through (in the sense that they

determine) or proxy market activity. One way of shedding light on this

issue is to run regressions without controlling for other variables. Table

3.2 contains estimates of the specifications

vw
t = b0 + b6q̄

6
t−1 + b7∆qt + et, (3.8)

vhl
t = b0 + b6q̄

6
t−1 + b7∆qt + et. (3.9)

The variable q̄6
t−1 is chosen as measure of long term market activity,

since it yields a higher R2 in (3.8) and (3.9) than the other measures
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of long term market activity discussed in subsection 3.2.1. Both q̄6
t−1

and ∆qt are significant in both regressions, but one should be careful in

interpreting these results since both specifications are misspecified in the

sense that they exhibit substantially serially correlated residuals. The

most important thing to take away from table 3.2 is to note that the

market activity variables alone are unable to adequately account for the

time-varying variability.

3.3.2 Variability persistence vs. market activity

The purpose of this subsection is to shed further light on the impact

on market activity before controlling for other variables, and again the

motivation is concerns and hypotheses put forward in important contri-

butions to the literature. The specific hypothesis that we aim to shed

light on is the suggestion that persistence in exchange rate variability

can be explained by persistence in the level of market activity. For ex-

ample, in a much-cited study Lamoureux and Lastrapes (1990) find that

the volatility persistence coefficients in GARCH(1,1) models of common

stock returns fall and often become insignificant when volume is added

as an explanatory variable in the conditional variance equation.

Table 3.3 contains estimates of the autoregressions

vw
t = b0 + b2(vw

t−2 + vw
t−3) + b15sdt + et, (3.10)

vhl
t = b0+b1(6vhl

t−1+3vhl
t−2+2vhl

t−3)+b15sdt+b26idt+et, (3.11)

and are analogous to GARCH(1,1) models with no conditional mean of

financial returns. The specific lag-structures are obtained through sim-

plification of a general specification containing five lags. Contrary to
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the previous table the estimation results suggest lags of variability to-

gether with the structural step dummy sdt are capable of accounting for

time-varying variability in both regressions in the sense that residuals

are uncorrelated and homoscedastic. The Russian Moratorium (August

1998) impulse dummy idt is needed in (3.11) for residuals to be seri-

ally uncorrelated, but including this variable in (3.9) does not lead to

uncorrelated residuals.

In the current context insignificance of b2 in (3.10) and b1 in (3.11)

when including q̄6
t−1 and ∆qt would be analogous to Lamoureux and

Lastrapes’ finding that the persistence coefficients in a GARCH(1,1) be-

come insignificant when including volume as explanatory variable. Table

3.4 contains estimates of such autoregressions augmented by the market

activity variables:

vw
t = b0 +b2(vw

t−2 +vw
t−3)+b6q̄

6
t−1 +b7∆qt +b15sdt +et, (3.12)

vhl
t = b0 + b1(6vhl

t−1 + 3vhl
t−2 + 2vhl

t−3)+

b6q̄
6
t−1 + b7∆qt + b15sdt + b26idt + et. (3.13)

Comparing the estimates of b1 and b2 in table 3.3 with those of table

3.4 does not suggests that persistence falls, since b1 and b2 remain sig-

nificant at all conventional significance levels. Indeed, contrary to Lam-

oureux and Lastrapes’ findings the coefficient value increases in both

cases, which suggests higher persistence. With respect to the market

activity variables, before controlling for the impact of other variables

the long-term market activity measure q̄6
t−1 is insignificant in the weekly

volatility specification (3.12) and significant at 3% in the range volatil-

ity specification (3.13), whereas the short-term market activity measure
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∆qt is significant at all conventional levels and carries the expected sign

in both specifications.

3.3.3 The impact of market activity on variability

In contrast with the previous two subsections the objective of this sub-

section is to study to what extent the market activity measures q̄6
t−1

and ∆qt explain exchange rate variability when controlling for other ex-

planatory variables. To this end we estimate parsimonious specifications

obtained through simplifications of (3.7) above while keeping q̄6
t−1 and

∆qt fixed, that is, not removing them if insignificant at any level. The

resulting parsimonious specifications are

vw
t = b0 + b2(vw

t−2 + vw
t−3) + b6q̄

6
t−1 + b7∆qt + b10(xw

t + uw
t )+

b13f
b
t + b15sdt + et, (3.14)

vhl
t = b0 + b1(6vhl

t−1 + 3vhl
t−2 + 2vhl

t−3) + b6q̄
6
t−1 + b7∆qt+

b8m
w
t + b13f

b
t + b14ir

emu
t + b15sdt + b16iat+
b18h1t + b25h8t + b26idt + et, (3.15)

and the estimation results are contained in table 3.5. The results can

be summarised in four points:

1. Short-term market activity. The estimated impacts of changes in

short-term market activity ∆qt carry the hypothesised positive sign and

are significant at all conventional levels in both regressions. Moreover,

compared with the estimates in table 3.4 their values are relatively sim-

ilar. In other words, adding regressors does not change estimates sub-

stantially.

2. Long-term market activity. The estimated impact of changes in long-
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term market activity as measured by q̄6
t−1 is negative and insignificant in

the parsimonious weekly period variability specification (3.14), whereas

it is positive and significant at 2% in the parsimonious weekly range

variability specification (3.15).

3. Interest rate changes. One would expect that policy interest rate

changes in the full inflation targeting period—as measured by f b
t —increase

variability, whereas the hypothesised effect in the partial inflation pe-

riod—as measured by fa
t —is lower or at least uncertain. The results in

table 3.5 support this since fa
t does not appear in any of the specifica-

tions (it has been removed due to insignificance), and since the results

suggest a positive and significant contemporaneous impact (in absolute

value) in the full inflation targeting period. Changes in the short term

market interest rate of the EMU countries iremu
t have a significant im-

pact in both variability specifications.

4. Other. The effect of general currency market variability mw
t is

significant only in the range variability specification, whereas the ef-

fect of oilprice variability ow
t is not significant in either specification.

This might come as a surprise since Norway is a major oil-exporting

economy—currently third after Saudi-Arabia and Russia, and since the

petroleum sector plays a big part in the Norwegian economy. A possible

reason for this is that the impact of oilprice variability is non-linear in

ways not captured by our measure, see Akram (2004).16 The effects of

Norwegian and US stock market variability are significant in the weekly

variability specification (3.7), and the restriction that they are equal is

not rejected. In the range variability specification on the other hand

only the measure of Norwegian stock market variability is retained af-

ter simplification. The skewness variable iat is significant in the range
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variability regression but not in the weekly variability regression. This

suggests range variability is higher when the NOK/EUR depreciates over

the week. The New Year’s Eve variable h1t and the Christmas variable

h8t in the range variability specification are the only significant holiday

variables in the parsimonious equations. The former is significant and

negative as expected, which suggests ∆qt does not fully account for the

impact of ”hang-over” day on range variability. The latter on the other

hand is significant and positive. This could be due to ∆qt having a

lower effect on variability than suggested by its parameter estimate in

weeks with Christmas, so that h8t essentially adjusts for this parameter

instability.

3.3.4 Stability analysis of the impact of market activity

Norway experienced three different exchange rate regimes over the esti-

mation period and a question of interest is to what extent the impacts

of q̄6
t−1 and ∆qt depend on regime. Figures 3.2 and 3.3, and tables 3.6

and 3.7 aim at shedding light on this question.

The figures contain recursive OLS estimates of the coefficients of q̄6
t−1

and ∆qt in (3.14) and (3.15), respectively. The recursive estimates of

the coefficient of q̄6
t−1 in (3.14) stay close to the zero-line and cross it

several times. However, there are no clear indication that the changes

in direction correspond to or occur in the vicinity of a regime change.

In (3.15) the recursive estimates of the coefficient of q̄6
t−1 are positive

throughout and do not cross the zero-line, and appear to be trending

upwards until just before the end of the first regime. Then they appear

to change direction and exhibit a slight general trend downwards. This

suggests that the impact of q̄6
t−1 was higher in the first regime, but one

should be careful in pursuing this interpretation too far without further
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investigation, since the end of the first regime also corresponds with the

introduction of the Euro. In other words, the change could be to due

to institutional changes unrelated to long-term market activity. The

recursive estimates of the coefficient of ∆qt are relatively stable in both

specifications in the sense that they do not cross the zero line, with the

estimates in the range specification being more stable than the estimates

in the weekly in the sense that the difference between the maximum

and minimum values is larger in the weekly case. In figure 3.2 there is

some support in the recursive estimates that the impact of ∆qt in (3.14)

drops in the beginning of 1999. Again, however, one should be careful in

attributing this to the change in regime without further investigation,

since ∆qt acquires its maximum and its 3rd lowest values in the first

weeks of 1999. There is also some support in figure 3.3 that the impact

of ∆qt in (3.15) increases until the end of the first regime, and trends

downward. However, again and for the same reasons—the extreme value

of ∆qt in the first weeks of 1999—one should be careful in attributing

this to the change in regime without further investigation.

The tables 3.6 and 3.7 contain subsample estimates of (3.14) and

(3.15), respectively, where each sample corresponds to an exchange rate

regime. We will only comment on the coefficient estimates of q̄6
t−1 and

∆qt. For (3.14) the coefficient of q̄6
t−1 varies substantially. In the first

regime its value is 0.030 and insignificant with a p-value of 93%, then

it jumps to 1.009 and acquires significance at the 10% level before it

becomes negative and insignificant in the third regime. This is an indi-

cation of substantial instability of the impact of q̄6
t−1 and calls for further

investigation before any firm conclusions can be made. For (3.15) in ta-

ble 3.7 the coefficient of q̄6
t−1 is more stable in the sense that all estimates

are positive. However, there are signs of instability. They do exhibit a
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slight trend downwards with the regime III estimate being less than half

of the estimate in the first regime, and only in the first regime is the

coefficient significant at the 10% level. The coefficient estimates of ∆qt

are in comparison more stable. For both (3.14) and (3.15) estimates

remain positive and significant at 9% in all the subsamples. The most

pronounced signs of instability occur in regime II for (3.14), since here

the coefficient estimate is notably lower than in the two other regimes.

For (3.15) the most pronounced sign of instability is the estimate in

regime I compared with the estimate in the two other subsamples. The

estimate in the first regime is more than 50% higher compared with the

two other regimes.

3.4 Conclusions

Our study of weekly Norwegian exchange rate variability sheds new light

on the impact of market activity in several ways. We find that the im-

pact of short-term change in market activity, as measured by relative

week-to-week changes in quoting frequency, is positive and statistically

significant for two different definitions of variability, and that the impact

is relatively stable across three different exchange rate regimes for both

definitions of variability. One might have expected that the effect would

increase with a shift in regime from exchange rate stabilisation to partial

inflation targeting, and then to full inflation targeting, since the Norwe-

gian central bank actively sought to stabilise the exchange rate before

the full inflation targeting regime. In our data however there are no clear

breaks, shifts upwards nor trends following the points of regime change.

Indeed, the instability that there is suggests the opposite, namely that

the impact was higher in the first regime when the Norwegian central
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bank actively sought to stabilise the exchange rate. Possible reasons for

this are that traders were more reactive or less heterogeneous in their

reactions to events of relevance, and that the underlying data (Reuters’s

quote frequency) were a better measure of market activity during the

first regime, since the dealing systems of Reuters at that time had a more

prominent position in the currency markets. Our results also support to

some extent the hypothesis that changes in long-term market activity,

as measured by the average level of quoting frequency in the previous

six weeks, increases weekly range variability. However, our results do

not support the hypothesis that it increases weekly period variability.

We also find some evidence that impact of long-term market activity on

range variability depends on exchange rate regime. In particular, that

the impact is higher in the first regime and lower (and possibly insignifi-

cant) in the two subsequent regimes. Finally, our results do not suggest

that the persistence in variability can be explained by persistence in the

level of volume.

Our results suggest several areas for further investigation. First,

there are several limitations with the quote frequency data in construct-

ing measures of market activity. Using alternative data in shedding light

on the same questions would therefore be beneficial (one such study is

contained in chapter 5 of this thesis). Second, our variability data ex-

hibit what seems to be a structural break, that is, a shift upwards,

around the end of 1996 and/or beginning of 1997. The exact nature and

timing of this event is not well understood. According to van Dijk et al.

(2005) several non-Euro exchange rates against the USD experienced a

break in unconditional volatilities (their study was conducted by means

of a dynamic conditional correlation framework), and the NOK/USD

exchange rate is the one that exhibits the largest shift upwards (50%).
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They attribute the break to a European Council meeting in December

1996 in which a decision regarding the EMU was taken, and that this

was pronounced in the Norwegian case because of a change in the inter-

vention policy of the Norwegian Central Bank. According to Bjønnes

et al. (2005) on the other hand the events at the end of 1996/beginning

of 1997 were due to a speculative attack by foreign speculators. More

research is therefore needed in order to understand the exact nature,

timing and reasons for the shift upwards in variability around the end

of 1996/beginning of 1997. Finally, a third area for further research

is the impact of Norwegian market interest rates. Although the policy

interest rate affect interest rate bearing securities, the actors in foreign

exchange markets are mainly concerned with the money market interest

rates. We failed to include Norwegian money market interest rate vari-

ables because their impact are very unstable and not robust to slight

changes in specification even within each regime. Further understand-

ing of the relation between policy interest rate changes, money market

interest rates and exchange rate variability is therefore necessary.
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Table 3.1: A summary of empirical studies that investigate directly or indi-
rectly the impact of market activity on exchange rate variability.

Publication Data Period Impact?
Grammatikos
and
Saunders (1986)

Daily currency futures
contracts (DEM, CHF,
GBP, CAD and JPY) de-
nominated in USD

1978-1983 Yes

Goodhart (1991) Intradaily quotes (USD
against GBP, DEM,
CHF, JPY, FRF, NLG,
ITL, ECU) and Reuters’
news-headline page

14/9-15/9
1987

No

Goodhart (2000) Intradaily quotes (USD
against GBP, DEM,
JPY, FRF, AUD) and
Reuters’ news-headline
pages

9/4-19/6
1989

No

Bollerslev and
Domowitz (1993)

Intradaily USD/DEM
quotes and quoting
frequency

9/4-30/6
1989

No

Demos and
Goodhart (1996)

Intradaily DEM/USD
and JPY/USD quotes
and quoting frequency

5 weeks in
1989

Yes

Jorion (1996) Daily DEM/USD futures
and options

Jan. 1985-
Feb. 1992

Yes

Melvin and
Xixi (2000)

Intradaily DEM/USD
and JPY/USD quotes,
quoting frequency and
Reuters’ headline-news
screen

1/12 1993-
26/4 1995

Yes

Galati (2003) Daily quotes (USD
against JPY and seven
emerging market cur-
rencies) and trading
volume

1/1 1998-
30/6 1999

Yes

Bauwens et al.
(2005)

Intradaily EUR/USD
quotes, quoting fre-
quency and Reuters’
news-alert screens

15/5 2001-
14/11 2001

Yes

Bjønnes et al.
(2003)

Daily SEK/EUR quotes
and transaction volume

1995-2002 Yes
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Table 3.2: Regressions of log of variability on
market activity variables

Regressor (3.8) (3.9)
Est. Pval. Est. Pval.

Const. -7.740 0.00 -8.486 0.00
q̄6
t−1 0.697 0.00 1.082 0.00

∆qt 1.147 0.00 0.703 0.00

R2 0.04 0.19
AR1−10 46.4 0.00 281.08 0.00
ARCH1−10 8.72 0.56 117.03 0.00
Het. 5.86 0.21 17.12 0.00
Hetero. 6.68 0.25 18.57 0.00
JB 95.56 0.00 3.01 0.22
Obs. 567 567

Note: The estimation period is 8 January 1993 -
26 December 2003. Computations are in EViews
5.1 and estimates are OLS with robust standard
errors of the Newey and West (1987) type. Pval
stands for p-value and corresponds to a two-sided
test with zero as null, AR1−10 is the χ2-form of
the Lagrange-multiplier test for serially correlated
residuals up to lag 10, ARCH1−10 is the χ2-form of
the Lagrange-multiplier test for serially correlated
squared residuals up to lag 10, Het. and Hetero.
are White’s (1980) heteroscedasticity tests without
and with cross products, respectively, JB is the
Jarque and Bera (1980) test for non-normality in
the residuals, and Obs. is the number of non-missing
observations.
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Table 3.3: Autoregressions of log of variability

Regressor (3.10) (3.11)
Est. Pval. Est. Pval.

Const. -2.966 0.00 -0.666 0.00
vw
t−2 + vw

t−3 0.088 0.00
6vhl

t−1 + 3vhl
t−2 + 2vhl

t−3 0.052 0.00
sdt 1.429 0.00 0.798 0.00
idt 4.038 0.00

R2 0.13 0.59
AR1−10 3.74 0.96 12.60 0.25
ARCH1−10 10.01 0.44 7.40 0.69
Het. 5.72 0.13 5.79 0.22
Hetero. 6.74 0.15 5.92 0.31
JB 117.04 0.00 21.19 0.00
Obs. 569 569

Notes: Standard errors are of the White (1980) type. Other-
wise see table 3.2.
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Table 3.4: Auto-regressions of log of variability augmented
with market activity variables

Regressor (3.12) (3.13)
Est. Pval. Est. Pval.

Const. -2.825 0.07 -1.909 0.00
vw
t−2 + vw

t−3 0.091 0.00
6vhl

t−1 + 3vhl
t−2 + 2vhl

t−3 0.054 0.00
q̄6
t−1 -0.020 0.92 0.176 0.03

∆qt 1.077 0.00 0.738 0.00
sdt 1.446 0.00 0.685 0.00
idt 3.926 0.00

R2 0.15 0.63
AR1−10 6.02 0.81 12.24 0.27
ARCH1−10 7.98 0.63 11.26 0.34
Het. 10.22 0.18 7.69 0.46
Hetero. 14.48 0.34 19.98 0.13
JB 110.56 0.00 13.52 0.00
Obs. 567 567

Notes: Standard errors are of the White (1980) type. Otherwise
see table 3.2.
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Table 3.5: Parsimonious specifications of log of variability
obtained through simplification of (3.7)

Regressor (3.14) (3.15)
Est. Pval. Est. Pval.

Const. -2.413 0.13 -2.134 0.00
vw
t−2 + vw

t−3 0.079 0.00
6vhl

t−1 + 3vhl
t−2 + 2vhl

t−3 0.051 0.00
q̄6
t−1 -0.086 0.69 0.188 0.02

∆qt 1.053 0.00 0.789 0.00
mw

t 0.032 0.03
xw

t 0.030 0.02
xw

t + uw
t 0.119 0.00

f b
t 3.837 0.00 1.193 0.00

iremu
t 4.650 0.01 2.878 0.00

sdt 1.279 0.00 0.727 0.00
iat 0.144 0.03
h1t -0.855 0.00
h8t 0.258 0.01
idt 3.729 0.00

R2 0.20 0.66
AR1−10 3.26 0.97 8.40 0.59
ARCH1−10 8.70 0.56 8.60 0.57
Het. 13.42 0.42 20.02 0.46
Hetero. 20.78 0.95 50.93 0.94
JB 118.75 0.00 8.63 0.01
Obs. 567 567

Note: Standard errors are of the White (1980) type. Otherwise
see table 3.2.
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Table 3.6: Subsample estimates of (3.14) in each exchange rate
regime

Regressor I II III
Est. Pval. Est. Pval. Est. Pval.

Const. -3.424 0.14 -9.618 0.05 0.203 0.94
vw
t−2 + vw

t−3 0.058 0.08 0.058 0.33 0.127 0.04
q̄6
t−1 0.030 0.93 1.009 0.10 -0.238 0.50

∆qt 1.199 0.01 0.810 0.09 1.272 0.06
xw

t + uw
t 0.111 0.01 0.136 0.01 0.102 0.13

f b
t 3.950 0.00

iremu
t 5.184 0.03 2.298 0.45 6.536 0.07

sdt 1.503 0.00

R2 0.19 0.10 0.16
AR1−10 5.18 0.88 7.54 0.67 5.44 0.86
ARCH1−10 14.32 0.16 4.50 0.92 7.80 0.65
Het. 6.31 0.85 4.66 0.91 11.59 0.48
Hetero. 16.34 0.93 7.84 0.99 37.97 0.08
JB 54.67 0.00 29.48 0.01 31.15 0.00
Obs. 306 118 143

Note: Standard errors are of the White (1980) type, otherwise see
table 3.2. Regime I corresponds to the exchange rate stabilisation
regime from the week containing Friday 8 January 1993 to the week
containing Friday 25 December 1998, regime II corresponds to the
partial inflation targeting regime from the week containing Friday
1 January 1999 to the week containing Friday 30 March 2001, and
regime III corresponds to the full inflation targeting regime from the
week containing Friday 6 April 2001 to the week containing Friday
26 December 2003. The specifications vary across regimes in order to
avoid co-linearity between regressors.

49



3.4. CONCLUSIONS

Table 3.7: Subsample estimates of (3.15) in each exchange rate
regime

Regressor I II III
Est. Pval. Est. Pval. Est. Pval.

Const. -3.242 0.00 -2.164 0.21 -1.044 0.34
persistence 0.055 0.00 0.045 0.00 0.035 0.00
q̄6
t−1 0.353 0.01 0.278 0.22 0.137 0.33

∆qt 0.983 0.00 0.618 0.00 0.613 0.02
mw

t 0.043 0.02 0.049 0.12 0.01 0.76
xw

t 0.027 0.11 0.027 0.30 0.04 0.29
f b

t 1.389 0.00
iremu

t 3.000 0.01 1.973 0.09 5.079 0.00
sdt 0.772 0.00
iat 0.106 0.27 0.225 0.10 0.174 0.25
h1t -1.361 0.00 -0.783 0.05 -0.295 0.13
h8t 0.416 0.05 0.266 0.05 0.126 0.24
idt 3.583 0.00

R2 0.69 0.29 0.24
AR1−10 3.14 0.98 19.98 0.03 8.02 0.63
ARCH1−10 5.08 0.89 6.04 0.81 15.26 0.12
Het. 24.93 0.13 19.37 0.20 26.65 0.06
Hetero. 55.05 0.32 42.31 0.25 79.29 0.00
JB 5.10 0.08 2.15 0.34 0.68 0.71
Obs. 306 118 143

Note: The term persistence is defined as 6vhl
t−1 + 3vhl

t−2 + 2vhl
t−3. For

regime II standard errors of the Newey and West (1987) type are used
in the tests regarding the coefficients, otherwise see tables 3.2. Regime
I corresponds to the exchange rate stabilisation regime from the
week containing Friday 8 January 1993 to the week containing Friday
25 December 1998, regime II corresponds to the partial inflation
targeting regime from the week containing Friday 1 January 1999 to
the week containing Friday 30 March 2001 and regime III corresponds
to the full inflation targeting regime from the week containing Friday
6 April 2001 to the week containing Friday 26 December 2003.
The specifications vary across regimes in order to avoid co-linearity
between regressors.
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Figure 3.1: The log of weekly number of BID NOK/EUR quotes (BID
NOK/DEM before 1999) in the upper graph and the log-difference of
weekly quoting in the middle graph.
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Figure 3.2: Recursive OLS estimates of the impact of q̄6
t−1 and ∆qt in

(3.14). Computations are in PcGive 10.4 with initialisation at obser-
vation number 100, which corresponds to the week containing Friday 2
December 1994.
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t−1 and ∆qt in
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vation number 100, which corresponds to the week containing Friday 2
December 1994.
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Chapter 4

General to specific

modelling of exchange rate

volatility: A forecast

evaluation

This chapter is a substantially revised version of Bauwens and Sucarrat

(2006).

4.1 Introduction

Exchange rate variability and models thereof—in particular volatility

models—are of great importance for both businesses and policymakers

alike. Businesses for example use volatility models as tools in their risk

management and as input in derivative pricing, whereas policymakers

use them to acquire knowledge about what and how economic factors

impact upon exchange rate variability for informed policymaking. Most
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volatility models are highly non-linear and thus require complex optimi-

sation algorithms in empirical application. For models with few param-

eters and few explanatory variables this may not pose unsurmountable

problems. But as the number of parameters and explanatory variables

increases the resources needed for reliable estimation and model valida-

tion multiply. Indeed, this may even become an obstacle to the applica-

tion of certain econometric modelling strategies and methodologies, as

for example argued by McAleer (2005) regarding automated general-to-

specific (GETS) modelling of financial volatility.17 GETS modelling is

particularly suited for explanatory econometric modelling since it pro-

vides a systematic framework for statistical economic hypothesis-testing,

model development and model (re-)evaluation, and the methodology is

relatively popular among large scale econometric model developers and

proprietors. However, since the initial model formulation typically en-

tails many explanatory variables this poses challenges already at the

outset for computationally complex models.

In this study we overcome the computational challenges tradition-

ally associated with the application of the GETS methodology in the

modelling of financial volatility by modelling volatility within a single

equation exponential model of variability (EMOV), where variability

is defined as squared returns. The parameters of interests can thus be

estimated with ordinary least squares (OLS) under rather weak assump-

tions. This enables us to apply GETS to a general specification with,

in our case, a constant and twenty four regressors, including lags of log

of variability, an asymmetry term, a skewness term, seasonality vari-

ables, and economic covariates. Compared with models of the autore-

gressive conditional heteroscedasticity (ARCH) and stochastic volatility

(SV) classes we estimate and simplify our specification effortlessly, and
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obtain a parsimonious encompassing specification with uncorrelated ho-

moscedastic residuals and relatively stable parameters. Moreover, our

out-of-sample forecast evaluation suggests that GETS specifications are

especially valuable in conditional forecasting, since the specification that

employs actual values on the uncertain information performs particularly

well.

Another contribution of this study concerns the evaluation of ex-

planatory economic models of financial volatility. An argument that

has gained widespread acceptance lately is that discrete time models of

financial volatility should be evaluated against more efficient estimates

derived from continuous time models, see for example Andersen and

Bollerslev (1998), Andersen et al. (1999), Andersen et al. (2005). In this

essay we qualify this view by arguing that the approach is particularly

inappropriate in the evaluation of discrete time explanatory economic

models of financial volatility.

The rest of this chapter is divided into four sections. In the next

section we outline the main ingredients of the GETS methodology. Then

we present the models in section 4.3, whereas section 4.4 contains the

results of the out-of-sample forecast exercise. Finally we conclude in

section 4.5.

4.2 GETS modelling

A fundamental cornerstone of the GETS methodology is that empiri-

cal models are derived, simplified representations of the complex human

interactions that generate the data. For a suggestion of how a proba-

bilistic formulation of such a process may look like and from which both

continuous and discrete models can be obtained as reductions, see defi-
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nition 4 in chapter 6 of this thesis. Accordingly, instead of postulating

a uniquely ”true” model or class of models, the aim is to develop ”con-

gruent” encompassing models within the statistical framework of choice.

The exact definition of congruency is given below, but in brief a congru-

ent model is a theory informed specification that is data-compatible with

weakly exogenous conditioning variables with respect to the parameters

of interest, and which constitutes a ”history-repeats-itself” representa-

tion (stable parameters, innovation errors).18

In econometric practice GETS modelling proceeds in cycles of three

steps: 1) Formulate a general unrestricted model (GUM) which is con-

gruent, 2) simplify the model sequentially in an attempt to derive a

parsimonious congruent model while at each step checking that the

model remains congruent, and 3) test the resulting congruent model

against the GUM. The test of the final model against the GUM serves

as a parsimonious encompassing test, that is, a test of whether im-

portant information is lost or not in the simplification process. If the

final model is not congruent or if it does not parsimoniously encom-

pass the GUM, then the cycle starts all over again by re-specifying the

GUM. As such the GETS methodology treats modelling as a process,

where the aim is to derive a parsimonious congruent encompassing model

while at the same time acknowledging that ”the currently best available

model” (Hendry and Richard 1990, p. 323) can always be improved.

GETS modelling derives its basis from statistical reduction theory in

general and Hendry’s reduction theory (1995, chapter 9) in particular,19

which is a probabilistic framework for the analysis and classification of

the simplification errors associated with empirical models. The ”theory

offers”, in Hendry’s own words, ”an explanation for the origin of all em-
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pirical models” (1997, p. 174) in terms of twelve ”reduction operations

conducted implicitly on the DGP. . . ” (1995, p. 344), and GETS mod-

elling seeks to mimic reduction analysis by evaluating at each reduction

whether important information is lost or not. Evaluation of any empiri-

cal model can take place against six types of information-sets, namely 1)

past data, 2) present data, 3) future data, 4) theory information, 5) mea-

surement information and 6) rival models, and with each of these types

we may delineate an associated set of properties that a model should ex-

hibit in order to be considered as a satisfactory, simplified representation

of the DGP:20

1. Innovation errors. For a model to be a satisfactory representation

of the process that generated the data, what remains unexplained

should vary unsystematically, that is, the errors should be innova-

tions. In practice this entails checking whether the residuals are

uncorrelated and homoscedastic.

2. Weak exogeneity. This criterion entails that conditioning

variables are weakly exogenous for the parameters of interest.

3. Constant, invariant parameters of interest. Models without

stable parameters are unlikely to be successful forecasting models,

so this is a natural criterion if successful forecasting is desirable.

4. Theory consistent, identifiable structures. To ensure that a model

has a basis in economic reality it should be founded in economic

argument.

5. Data admissibility. In the current context, an example of a

volatility model that violates this criterion is one that produces

negative volatility forecasts.
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6. Encompassing of rival models. A model encompasses another

if it accounts for its results. Within the three-step cycle of GETS

modelling sketched above, a parsimonious encompassing test is un-

dertaken when the final model is tested against the GUM. If no or

sufficiently little information is lost then the final model accounts for

the results of the GUM.

Models characterised by the first five criteria are said to be congruent,

whereas models that also satisfy the sixth are said to be encompassing

congruent.

It is important to distinguish between two aspects of the GETS

methodology, namely the properties a model (ideally) should exhibit

on the one hand, that is, congruent encompassing, and the process of

deriving it on the other, that is, general-to-specific search. Contrary

to what the name of the GETS methodology may suggest it is actu-

ally the former that is of greatest importance. In the words of Hendry,

”the credibility of the model is not dependent on its mode of discov-

ery but on how well it survives later evaluation of all of its properties

and implications...” (1987, p. 37). However, there is no secret that

general-to-specific search for the ”currently best available” specification

is the preferred approach by the proponents of the GETS methodology.

In addition to the fact that it mimics reduction analysis at least four

additional important reasons can be listed:21 The search for the cur-

rently best available specification is ordered since any specification ob-

tained in the search is nested within the GUM; in statistical frameworks

where adding regressors reduces the residual variance—as for example

in the linear model with OLS estimation—the power in hypothesis test-

ing increases; the GETS methodology provides a systematic approach

to economic hypothesis testing; and finally compared with unsystem-
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atic searches GETS search is resource efficient, see Hendry and Krolzig

(2004).

4.3 Empirical models

This section presents the empirical forecast models and proceeds in three

steps. Compared with the previous chapter the same sample 8 January

1993 to 26 December 2003 is used for estimation (573 observations). The

forecast sample is 2 January 2004 to 25 February 2005 (61 observations).

The first subsection contains specifications that condition on both ”cer-

tain” and ”uncertain” information. With certain information we mean

information that is either known, for example past values, or which is

predictable with a high degree of certainty, for example holidays. With

uncertain information we mean information that is not predictable with

a high degree of certainty, and typical examples would be contempora-

neous values of economic variables. The motivation behind the distinc-

tion between certain and uncertain information is that it enables us to

gauge the potential forecast precision in the ideal case where the values

of the uncertain information are correct. This is of particular inter-

est since the GETS methodology often is championed for its ability to

develop models appropriate for scenario analysis (counterfactual analy-

sis, policy analysis, conditional forecasting, etc.), where conditioning on

uncertain information plays an important part. The distinction is also

of practical interest, since it enables us to investigate whether GETS

models with uncertain information improve upon the forecast accuracy

of models without uncertain information, since the uncertain informa-

tion would have to be forecasted in a realistic forecast setting. The

second subsection contains specifications with certain information only,
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whereas the third and final subsection contains the benchmark or ”sim-

ple” specifications that serve as a point of comparison. These models are

relatively parsimonious and require little development and maintenance

effort, thus the label ”simple”, and they have a documented forecasting

record. Their motivation is that an important issue is whether GETS

derived specifications improve upon the forecast accuracy provided by

simple models.

4.3.1 Models with both certain and uncertain informa-

tion

This subsection presents our models with both certain and uncertain

information. Specifically they are

GUM EMOV1: vw
t = b0 + b1v

w
t−1 + b2v

w
t−2 + b3v

w
t−3 + b4v

w
t−4

+ b5q̄
6
t−1 + b6∆qt + b7m

w
t + b8o

w
t + b9x

w
t + b10u

w
t + b11f

a
t + b12f

b
t

+ b13ir
emu
t + b14sdt + b15iat + b16rt−1 +

8∑

l=1

b16+lhlt + et (4.1)

GETS EMOV1: vw
t = b0 + b2(vw

t−2 + vw
t−3) + b6∆qt + b9(xw

t + uw
t )

+ b12f
b
t + b13ir

emu
t + b14sdt + et, (4.2)

GETS EMOV2: vw
t = b0 + b2(vw

t−2 + vw
t−3) + b9(x̄w + ūw)

+ b13īr
emu + b14sdt + et, (4.3)
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GETS EMOV3: vw
t = b0 + b2(vw

t−2 + vw
t−3) + b9(ẋw + u̇w)

+ b13i̇r
emu + b14sdt + et, (4.4)

where {et} is a sequence of innovation errors. The first specification

GUM EMOV1 is a general and unrestricted model with both known

and unknown information, whereas the second (GETS EMOV1) is the

GETS derived counterpart. Of these two only the second will be used

in our out-of-sample study, and it should be noted that it differs slightly

from its counterpart (3.14) in the previous chapter. In particular, q̄6
t−1

is not retained in the simplification process due to insignificance. The

second specification GETS EMOV1 is obtained by setting the first as

the general unrestricted specification, and then testing restrictions re-

garding the parameters with Wald-tests before the final specification is

tested against the GUM. It should be noted that we only perform a

single specification search where, at each step, we remove the regressor

with highest p-value. Hoover and Perez (1999) have pointed out that

performing only a single simplification search might result in ”path de-

pendence”, in the sense that a relevant variable is removed early on in

the search whereas irrelevant variables that proxy its role are retained.

However, the software PcGets version 1.0 (see Hendry and Krolzig 2001),

which automates GETS multiple-path simplification search, produces a

specification almost identical to (4.2), the only difference being that vw
t−2

is not retained.22 So path-dependence does not appear to be a major

problem in our case. This is consistent with White’s (1990) theorem,

which implies that the path dependence problem reduces as the size of

the sample increases.23 In the generation of GETS EMOV1 forecasts

two steps ahead and onwards we use forecasted values of vw
t and ob-

served values of the other covariates. In other words, the forecasts of

63



4.3. EMPIRICAL MODELS

GETS EMOV1 are generated as if the uncertain conditioning informa-

tion is known. As such the accuracy of GETS EMOV1 constitutes an

indication of its potential for scenario analysis (policy analysis, condi-

tional forecasting, counterfactual analysis, etc.), since its accuracy will

reflect its potential of yielding accurate forecasts under the assumption

that the uncertain information is correct. The third and fourth spec-

ifications serve as a contrast to this hypothetical situation and try to

mimic more realistic circumstances by using the parameter estimates of

GETS EMOV1, and by using simple forecasting rules for the uncertain

information. In GETS EMOV2 the variables ∆qt and f b
t are set equal

to zero, and xw
t , uw

t and iremu
t are set equal to their sample averages x̄w,

ūw and īr
emu
t over the period 1 January 1999 - 26 December 2003.24 In

other words, variables that would have to be forecasted in a practical

setting are either set to zero or to their recent sample averages. GETS

EMOV3 proceeds similarly with a single difference. Instead of averages

the medians of xw
t , uw

t and iremu
t , denoted ẋw, u̇w and i̇r

emu, are used.25

Estimation results and recursive parameter stability analysis of the

first two specifications are contained in table 4.1, and in figures 4.1

and 4.2. Both GUM EMOV1 and GETS EMOV1 exhibit innovation er-

rors in the sense that the nulls of no serial correlation, no autoregressive

conditional heteroscedasticity and no heteroscedasticity are not rejected

at the 10% significance level, and the recursive parameter stability anal-

ysis suggests parameters are relatively stable. For both GUM EMOV1

and GETS EMOV1 the Chow forecast and breakpoint tests do not sig-

nify at the 1% level, but the 1-step forecast tests on the other hand show

some signs of instability.26 The number of spikes that exceeds the 1%

critical value in the break-point tests is 11 and 13, respectively. This
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suggests the presence of some structural instability since on average we

would expect only 5 spikes to exceed the 1% critical value (1% of 473 is

just below 5).27 We do not provide residual diagnostics and coefficient

stability analysis of GETS EMOV2 and GETS EMOV3, since these use

the parameter estimates of GETS EMOV1.

4.3.2 Models with certain information

This subsection contains our specifications with known or relatively cer-

tain information. Specifically they are

GUM EMOV4: vw
t = b0 + b1v

w
t−1 + b2v

w
t−2 + b3v

w
t−3 + b4v

w
t−4

+ b14sdt + b16rt−1 +
8∑

l=1

b16+lhlt + et, (4.5)

GETS EMOV4: vw
t = b0 + b2(vw

t−2 +vw
t−3)+ b14sdt + b18h2t +et,

(4.6)

GARCH(1,1)+: rt = b0 + b1rt−1 + et, et = σtzt,

σ2
t = ω + αe2

t−1 + βσ2
t−1 + γ1h2t, (4.7)

EGARCH(1,1)+: rt = b0 + b1rt−1 + et, et = σtzt,

log σ2
t = ω + α| et−1

σt−1
|+ β log σ2

t−1 + γ0
et−1

σt−1
+ γ1h2t, (4.8)

where σt is the conditional standard deviation of rt, and {zt} is a se-

quence of random variables each with mean equal to zero conditional
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on the information set in question, and each with variance equal to one

conditional on the same information set. The first specification GUM

EMOV4 is a general formulation nested within GUM EMOV1 but con-

taining only ”certain” conditioning information, that is, past and rel-

atively certain contemporaneous information (holiday variables). The

second specification GETS EMOV4 is obtained through GETS-analysis

of GUM EMOV4. In the third and fourth specifications a constant

b0, lagged return rt−1 and h2t are added to ”plain” GARCH(1,1) and

EGARCH(1,1) specifications. In addition to the fact that the condi-

tional variance σ2
t is modelled exponentially, the EGARCH differs from

the GARCH by the inclusion of an asymmetry term et−1

σt−1
in the con-

ditional variance specification. A value of γ0 unequal to zero implies

asymmetry and γ0 < 0 in particular implies leverage, that is, that re-

turns are negatively correlated with last period’s volatility. The higher

|β| the higher persistence, and a necessary condition for covariance sta-

tionarity is |β| < 1, see Nelson (1991).

The estimation results of the four specifications are contained in

tables 4.2 and 4.3, and recursive parameter stability analysis of GUM

EMOV4 and GETS EMOV4 in figures 4.3 and 4.4. Both specifica-

tions exhibit innovation errors in the sense that the nulls of no serial

correlation, no autoregressive conditional heteroscedasticity and no het-

eroscedasticity are not rejected at conventional significance levels, and

the recursive parameter stability analysis for GUM EMOV4 and GETS

EMOV4 are similar to those of GUM EMOV1 and GETS EMOV1 above.

Both GARCH(1,1)+ and EGARCH(1,1)+ exhibit uncorrelated stan-

dardised residuals and squared standardised residuals according to the

diagnostic tests, and the impact of lagged return rt−1 in the mean equa-

tion is negative as commonly found for exchange rates, but not signif-
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icant. The estimates of α + β (0.129 + 0.877 = 1.006) and β (0.983)

are very close to 1. This is usually interpreted as an indication of in-

tegrated variance, which implies infinite persistence of shocks on the

conditional variance, but in this case it is probably due to the struc-

tural break around the beginning of 1997, see figure 1.2 and Starica and

Mikosch (2004). Finally, the value of γ0 is insignificantly different from

zero which suggests that the symmetry imposed by the GARCH model

is not restrictive, a common finding for exchange rate return.

4.3.3 Simple models

Our benchmark or simple models are all ARCH-specifications, and specif-

ically they are

Historical: rt = et = σtzt, σ2
t = ω (4.9)

RiskMetrics: rt = et = σtzt,

σ2
t = 0.06e2

t−1 + 0.94σ2
t−1 (4.10)

EWMA: rt = et = σtzt,

σ2
t = αe2

t−1 + βσ2
t−1 (4.11)

GARCH(1,1): rt = et = σtzt,

σ2
t = ω + αe2

t−1 + βσ2
t−1 (4.12)
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EGARCH(1,1): rt = et = σtzt,

log σ2
t = ω + α| et−1

σt−1
|+ β log σ2

t−1 + γ
et−1

σt−1
, (4.13)

where {zt} is characterised as above. The first specification labelled His-

torical is a GARCH(0,0) estimated on the sample 1/1/1999 - 26/12/2003

(261 observations). In other words, it is the ARCH-counterpart of the

sample variance since it models volatility as non-varying, and the sam-

ple was chosen because volatility appears relatively stable graphically

over this period. Failure to beat the historical variance is detrimental

to models of the ARCH-class, since this essentially undermines their

raison d’être. The second specification is an exponentially weighted

moving average (EWMA) with parameter values suggested by RiskMet-

rics (Hull 2000, p. 372).28 RiskMetrics proposed these values after

having compared a range of combinations on various financial time se-

ries. The third specification is an EWMA with estimated parameters

whereas the fourth specification is a plain GARCH(1,1) which nests the

EWMAs within it, since they can be obtained through parameter re-

strictions. The fifth and final specification is a plain EGARCH(1,1).

Estimates and residual diagnostics of the simple models are con-

tained in tables 4.4 and 4.5. The estimate of the Historical specifica-

tion yield standardised residuals that are uncorrelated according to the

AR1−10 test. Although this is not the case for the AR1−1 test which

is not reported, the failure of the AR1−10 test to reject the null never-

theless suggests that the historical variance might be difficult to beat

out-of-sample. In the RiskMetrics specification the diagnostic tests sug-

gest the values of α and β are suboptimal, since both the standardised

residuals and the squared standardised residuals are serially correlated.

Indeed, the diagnostic tests of the EWMA supports this picture since
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there the nulls of uncorrelated and homoscedastic standardised resid-

uals are not rejected. The α, β estimates and diagnostics of the plain

GARCH(1,1) specification are almost identical, and the estimate of ω is

almost zero. In other words, the two specifications will produce almost

identical forecasts. In the EGARCH(1,1) model residuals are also un-

correlated whereas the estimate of the volatility persistence parameter β

is high and almost 1 (it is equal to 0.981). The asymmetry parameter γ

is not significant at conventional significance levels, thus suggesting the

symmetry of the GARCH(1,1) is not so restrictive. Finally, compared

with the estimates of ω, α and β in (4.7) and (4.8) they are virtually

identical here. In other words, adding a mean specification and h2t does

not seem to affect the estimates of the variance equation noteworthy.

4.4 Out-of-sample forecast evaluation

The out-of-sample evaluation is undertaken on the period 2 January

2004 to 25 February 2005 (61 observations), and the section proceeds

in four steps. The first subsection qualifies the widespread view that fi-

nancial volatility models should be evaluated against estimates based on

continuous time theory, and serves as a justification of our evaluation cri-

teria. The second subsection contains socalled Mincer-Zarnowitz (1969)

regressions of squared returns on a constant and forecasts, whereas the

third contains an out-of-sample forecast accuracy comparison in terms

of the mean of the squared forecast errors. The fourth and final sub-

section sheds additional light on the results by examining some of the

1-step forecast trajectories more closely.
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4.4.1 On the evaluation of volatility forecasts

A view that has gained widespread acceptance lately is that discrete time

models of financial volatility should be evaluated against estimates based

on continuous time theory consistent with the discrete time model, see

for example Andersen and Bollerslev (1998), Andersen et al. (1999) and

Andersen et al. (2001). Typically these estimators involve high frequency

data and a common example of such an estimator is the sum of squared

intra-period returns (realised volatility). The motivation for using high

frequency estimators derived from continuous time theory is that they

are more efficient or less ”noisy” than low frequency estimators based

upon discrete time theory. Here we qualify the view that discrete models

of volatility should be evaluated against estimates drawing on continuous

time theory, by arguing that this is particularly inappropriate in the

evaluation of discrete time explanatory models of financial volatility.

Consider the discrete time model

rt = f(xt,b) + et, (4.14)

where xt is a vector of variables, b is a parameter vector and et is the

error term. If interpreting this as a model of the complex process of

human interactions rather than the process itself—this interpretation is

a cornerstone of the GETS methodology, then f is the explained part

of the variation in rt and et the unexplained. In other words, the {et}
are derived and their characteristics depend on the specfication of f .

Needless to say, in such a situation diagnostics on b and et are of prime

importance, and encompassing considerations are typically undertaken

in terms of the {et}: Given congruence, the more f explains, the smaller

the {et} in absolute value.

If (4.14) is congruent and the {et} are homoscedastic, then volatility
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is constant and there is no need for volatility modelling. In the case

where the {et} are heteroscedastic on the other hand, then volatility

needs to vary for congruency to (possibly) attain. For example, the

heteroscedastic model

rt = f(xt,b) + et, et = σtzt, (4.15)

that is, {et} is heteroscedastic, is congruent if the {σt} are specified in

such a way that {zt} is an innovation and given that the other con-

gruency criteria hold. In other words, the {zt} are derived and their

characteristics depend on the specfication of f and σt. Again, diagnos-

tics of the parameters in σt and of {zt} are of prime importance, and

encompassing considerations are typically undertaken in terms of the

{zt}: Given congruence, the more f and the {σt} explain, the smaller

the {zt} are in absolute value.

By contrast, according to Andersen and Bollerslev (1998) and oth-

ers there is little if any role for {zt} to play, since model comparison is

to be conducted in terms of estimates {σt} and {σ∗t }, where the latter

are obtained using continuous time theory. There are well known com-

plications with this view in practical applications, including numerical

approximation and sampling issues, see Aı̈t-Sahalia (2006) for a recent

overview. Another straightforward objection, however, is that it serves

as a restriction. Since the continuous time model (or class of models)

that serves as the point of comparison is only a model of the DGP and

not the DGP itself, and since the discrete time model is compatible with

many different classes of continuous time models, evaluating the discrete

time model against only one class of estimates as if they were from the

true class of models is a restriction. Indeed, given two congruent but

non-nested continuous time models of the DGP the natural strategy to
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compare them would be in terms of (functions of) the absolute size of

their estimation and/or forecast errors. Nevertheless, the most impor-

tant objection against the view that explanatory discrete time models of

financial volatility should be evaluated against estimates obtained from

continuous time theory is philosophical. The objection is based on the

commonplace view (among philosophers) that mathematics is unable to

accurately depict time and space. The issue is well known in both the

philosophy of time and in the philosophy of mathematics literatures,

and an important source of the problem is the principle of extensional-

ity, that is, the axiom that two elements in a set are equal if and only

if they are the same. The axiom is a cornerstone of modern formal

mathematics, and effectively implies that mathematics is discrete and

that time and space continuity only can be approximated by making

use of the axiom of infinity (or similar axioms) in one or another way.1

A well-known example of such a mathematical structure is the set of

real numbers, the mathematical structure that is most frequently used

in representing continuous time, and the problem in explanatory mod-

elling arises because mental processes like consciousness, reasoning, etc.,

need time—that is, temporal extension—to acquire the properties we

associate with them. As a consequence, economic events have tempo-

ral extension and stand at the end of chains of economic events, each

with temporal extension: It takes time for one event to bring about

another. So as the time increment goes to zero, so does the potential

1Entries on the philosophy of time with further reading can be found in vir-
tually any dictionary or companion to philosophy, see for example Honderich
(1995) and Kim and Sosa (1995) or even the free internet cyclopedia Wikipedia
(http://www.wikipedia.com). A historical introduction to the philosophy of set the-
ory that explicitly deals with time-space issues is Tiles (1989). Bertsimas et al. (2000)
have also argued that mathematics can only approximately describe time. However,
their view is based on the opposite philosophical standpoint than ours. According to
them time is discrete and mathematics is continuous.
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of explanatory modelling of human events, and hence evaluating dis-

crete explanatory models by means of continuous time theory appears

especially inappropriate. For these reasons we employ forecast accuracy

measures in which the forecast error is of central importance.

4.4.2 1-step Mincer-Zarnowitz regressions

A simple way of evaluating forecast models is by regressing the variable

to be forecasted on a constant and on the forecasts, socalled Minzer-

Zarnowitz (1969) regressions, see Andersen and Bollerslev (1998) and

Patton (2005) for a discussion on their use in volatility forecast evalua-

tion. In our case this proceeds by estimating the specification

r2
t = a + bV̂t + et, (4.16)

where V̂t is the 1-step forecast and et is the error term. Ideally, a should

equal zero and b should equal one—since these constitute conditions for

”unbiasedness”, and the fit should be high.

Table 4.6 contains the regression output. Patton (2005, footnote on

p. 6) has noted that the residuals in Mincer-Zarnowitz regressions typ-

ically are serially correlated and that this should be taken into account

by using (say) Newey and West (1987) standard errors. In our case the

residuals are not serially correlated according to standard tests, but ad-

mittedly it might be undetectable due to our relatively small sample.

One specification stands out according to the majority of the criteria,

namely GETS EMOV1. Its estimate of a is not significantly different

from zero, the estimate of b is positive and significantly different from

zero, the joint restriction a = 0, b = 1 is not rejected at conventional

significance levels, and its R2 is 0.26. This is substantially higher than
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any of the R2s cited in Andersen and Bollerslev (1998, pp. 890-891) (the

typical R2 they cite is around 0.03 and the highest is 0.11), and must be

very close to—if not exceeding—their population upper bound of R2:

”..with conditional Gaussian errors the R2
(m) from a correctly

specified GARCH(1,1) model is bounded from above by 1
3 ,

while with conditional fat-tailed errors the upper bound is

even lower. Moreover, with realistic parameter values for

α(m) and β(m), the population value for the R2
(m) statistic is

significantly below this upper bound”—Andersen and Boller-

slev (1998, p. 892).

In other words, although the unusually high R2 of GETS EMOV1 might

be due to sample specificity, it nevertheless suggests the poor forecasting

performance of r2
t by ARCH-models can be improved upon substantially.

Moreover, apart from the RiskMetrics specification, Historical beats

the other five members of the ARCH-family (EWMA, GARCH(1,1),

EGARCH(1,1), GARCH(1,1)+ and EGARCH(1,1)+), and the four mod-

els GETS EMOV1-4 perform better than Historical according to R2.

Also, in none of these four specifications is neither a significantly differ-

ent from zero, nor is the joint restriction a = 0, b = 1 rejected. Apart

from Historical and RiskMetrics, the restriction a = 0, b = 1 is rejected

at the 5% level in all the ARCH-specifications, and a is significantly

different from zero.

4.4.3 Out-of-sample MSE comparison

Consider a sequence of volatilities {Vk} over the forecast periods k =

1, . . . , K and a corresponding sequence of forecasts {V̂k}. Our out-of-

sample forecast accuracy measures consist of the mean squared error
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(MSE)

MSE =
1
K

K∑

k=1

(Vk − V̂k)2, (4.17)

and Modified Diebold-Mariano (Harvey et al. 1997) tests of the mean

squared forecast errors against those of Historical.29 Error-based mea-

sures are ”pure” precision measures in the sense that evaluation is based

solely on the discrepancy between the forecast and the actual value. One

can make a case for the view that precision-based measures are the most

appropriate when evaluating the forecast properties of a certain mod-

elling strategy, since this leaves open what the ultimate use of the model

is. On the other hand, this is also a weakness since considerations per-

taining to the final use of the model do not enter the evaluation.30

The values of the MSE forecast statistics are contained in table 4.7.

In the forecasting literature models with economic covariates are typi-

cally championed as producers of accurate long-term forecasts, but not

necessarily of short-term forecasts better than those of ”näıve” or sim-

ple models without economic covariates. Our results seem to contradict

this for the short term. On short horizons up to six weeks ahead GETS

EMOV1, the specification with actual values on the economic variables

of the right hand side, performs well. According to the MSE it comes

1st on all horizons up to 6 weeks. On longer horizons, however, results

are less encouraging. For 12 weeks ahead the GETS EMOV1 comes

8th (out of 10) according to the MSE. One might suggest that this is

due to parameter instability, and the results of GETS EMOV2-3 sug-

gest this is indeed the case. Recall that these models are the same as

GETS EMOV1 in terms of parameter estimates, but use forecasted val-

ues on the right-hand variables that in a practical setting would have to

be forecasted. GETS EMOV2-3 come 2nd and 3rd, which suggests the
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comparatively bad MSE associated with GETS EMOV1 on the 12 week

horizon is due to one or several of the uncertain right-hand variables,

and therefore instability in one or more of the parameters associated

with them.

In a practical forecasting situation the actual values on the right hand

side of the GETS EMOV1 specification would have to be forecasted, and

GETS EMOV2 and GETS EMOV3 try to mimic such a situation. Both

models are relatively consistent and perform comparatively well with

the other models. The GETS EMOV2 comes 4th, 4th, 4th, 5th and

2nd according to the MSE, whereas the GETS EMOV3 comes 3rd, 3rd,

3rd, 4rd and 3rd. Although the MSE measures suggest that the GETS

models perform relatively well compared with the other models, it should

be stressed that so do some of the simple models at times. In particular,

the Historical specification comes 2nd, 3rd and 1st on the 3, 6 and 12

week horizons, respectively. The RiskMetrics, GARCH and EGARCH

specifications do not do particularly well at short horizons, that is, on

horizons in which one would expect them to do well. Not once does any

of the five specifications beat Historical 1 to 3 weeks ahead.

In terms of ranking the MSE statistics suggest indeed that the GETS

models perform well out-of-sample. But are their MSEs significantly

better than that of the simplest comparison model, namely Historical?

Table 4.8 contains the output on such a comparison. More precisely,

the table contains the p-values of the Modified Diebold-Mariano test

against the forecasts of Historical, and they do not suggest that the

MSE associated with any of the models—including the GETS models—is

significantly lower than the MSE of Historical at any horizon. Indeed,

the lowest p-value is as high as 41%. This result is somewhat surprising

in light of the previous discussion and in light of the Minzer-Zarnowitz
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regressions in the previous subsection, and the next subsection aims at

explaining this.

4.4.4 Explaining the forecast results

An important part of an out-of-sample study consists of explaining the

results, and to this end figure 4.5 provides a large part of the answer.

The figure contains the out-of-sample trajectories of squared NOK/EUR

log-returns in percent r2
t , the 1-step forecasts of GETS EMOV1 and the

1-step forecasts of Historical, and the figure provides some interesting

insights on the forecast accuracy results. First, the series of r2
t seems to

be characterised by some occasional large values but little persistence

in the sense that large values do not tend to follow each other. Indeed,

only at two instances is a large value followed by another, and for a

relatively large portion of the sample r2
t stays rather low. This explains

to some extent the forecast accuracy of Historical. Second, in the 5th

and in the 11th weeks of the forecast sample Norges Bank changed its

main policy interest rate. This is reflected in the large values of r2
t in

the 5th and 11th weeks, and explains the forecast accuracy of GETS

EMOV1 (it contains a variable for policy interest rate changes) and its

unusually high R-squared in the 1-step forecast regressions. Finally, the

other explanatory variables included in GETS EMOV1 are probably the

reason why it also follows r2
t relatively well at other instances when r2

t

moves substantially. However, an exception to this seems to occur on

at least two occasions. In other words, although the forecast success of

GETS EMOV1 is due to the explanatory variables, there are also signs

that they may have the opposite effect, namely increasing the forecast

error. All in all, then, the forecast results suggest the GETS EMOV1

is useful for conditional forecasting but that it does not improve upon
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the forecasting by simple models when the explanatory variables are

unchanging or move little.

4.5 Conclusions

This study has evaluated the out-of-sample forecast accuracy of GETS

derived models of weekly NOK/EUR volatility. The GETS specification

that uses actual values of uncertain information performs particularly

well when it is able to explain big movements in the exchange rate, but

not necessarily better than simple models like the constant volatility

model when the exchange rate does not move much or when it is unable

to explain the movement. All in all, then, our results suggest GETS

models are comparatively useful in forecasting, and that they are par-

ticularly useful in conditional forecasting. Models of the GARCH(1,1)

and EGARCH(1,1) types do not fare particularly well and the reason

is that large squared returns do not seem to come in pairs or longer se-

quences at the weekly frequency. Rather, big movements in the weekly

NOK/EUR exchange rate seems more to be a ”one off” phenomenon.

This suggests several lines for further research. First, the general-

ity of our results must be established. Is GETS-modelling of financial

volatility useful on higher frequencies than the weekly which typically

exhibit more volatility persistence? On other exchange rates and for

other financial assets? Second, contrary to McAleer’s (2005) assertion,

automated GETS-modelling of financial volatility can be readily imple-

mented and should be investigated more fully. Finally, a drawback with

our approach is that the conditional mean is restricted to zero, which

means that predictability in the direction of exchange rate changes can

not be exploited. One interesting line of research is thus to make use of
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two-step OLS estimators of ARCH models so that on the one hand all

the numerical issues and problems associated with GETS modelling of

volatility are avoided, and on the other that conditional means also can

be modelled.
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Table 4.1: GUM and GETS regressions of log
of weekly NOK/EUR volatility on both certain
and uncertain information

Regressor (4.1) (4.2)
Est. Pval. Est. Pval.

const. -3.304 0.03 -3.035 0.00
vw
t−1 0.013 0.76

vw
t−2 0.070 0.07

vw
t−3 0.093 0.03

vw
t−4 -0.001 0.99

vw
t−2 + vw

t−3 0.079 0.00
qt 0.063 0.76
∆qt 1.024 0.00 1.066 0.00
mw

t 0.067 0.13
ow
t 0.021 0.65

xw
t 0.125 0.01 0.119 0.00

uw
t 0.113 0.01

fa
t -0.256 0.83

f b
t 3.775 0.00 3.751 0.00

iremu
t 4.797 0.02 4.819 0.00

sdt 1.130 0.00 1.238 0.00
iat -0.127 0.52
rt−1 -0.025 0.85
h1t -1.207 0.16
h2t -0.141 0.62
h3t 0.330 0.64
h4t -0.710 0.22
h5t 0.195 0.71
h6t 0.653 0.25
h7t 0.019 0.98
h8t -0.036 0.96

R2 0.21 0.20
AR1−10 5.11 0.88 3.07 0.98
ARCH1−10 7.00 0.73 8.71 0.56
Het. 39.72 0.44 11.46 0.41
Hetero. 179.98 0.92 14.60 0.95
JB 124.51 0.00 121.59 0.00
Obs. 568 569

Note: See table 4.2.
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Table 4.2: GUM and GETS Regressions of log of
weekly NOK/EUR volatility on certain informa-
tion only

Regressor (4.5) (4.6)
Est. Pval. Est. Pval.

const. -2.923 0.00 -2.946 0.00
vw
t−1 0.030 0.48

vw
t−2 0.077 0.04

vw
t−3 0.093 0.03

vw
t−4 -0.020 0.63

(vw
t−2 + vw

t−3) 0.088 0.00
sdt 1.449 0.00 1.428 0.00
rt−1 -0.023 0.86
h1t -0.821 0.30
h2t -0.499 0.07 -0.478 0.08
h3t 0.436 0.59
h4t -0.752 0.17
h5t 0.174 0.71
h6t 0.346 0.55
h7t -0.446 0.55
h8t -0.626 0.37

R2 0.14 0.13
AR1−10 9.03 0.53 4.22 0.94
ARCH1−10 8.61 0.57 9.25 0.51
Het. 25.70 0.18 6.39 0.17
Hetero. 76.81 0.70 7.43 0.39
JB 112.06 0.00 121.61 0.00
Obs. 568 569

Note: The estimation sample is 8 January 1993 to 26
December 2003 and computations are in EViews 5.1
with OLS estimation. All specifications use robust
standard errors of the White (1980) type, Pval
stands for p-value and corresponds to a two-sided test
with zero as null, AR1−10 is the χ2 version of the
Lagrange-multiplier test for serially correlated residu-
als up to lag 10, ARCH1−10 is the χ2 version of the
Lagrange-multiplier test for serially correlated squared
residuals up to lag 10, Het. and Hetero. are the χ2

versions of White’s (1980) heteroscedasticity tests
without and with cross products, respectively, JB is
the Jarque and Bera (1980) test for non-normality in
the residuals, and Obs. is the number of non-missing
observations.
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Table 4.3: ARCH models of rt with certain infor-
mation.

Regressor (4.7) (4.8)
Est. Pval. Est. Pval.

const. -0.017 0.42 -0.007 0.77
rt−1 -0.055 0.33 -0.067 0.21

var.const. 0.009 0.07 -0.209 0.00
e2
t−1 0.129 0.01 0.285 0.00

σ2
t−1 0.877 0.00 0.983 0.00

et−1

σt−1
0.012 0.86

h2t -0.043 0.08 -0.171 0.35

LogL. -575.68 -571.98
AR1−10 9.64 0.47 14.62 0.15
ARCH1−10 4.80 0.90 5.75 0.84
JB 664.93 0.00 417.11 0.00
Obs. 571 571

Note: The estimation sample is 8 January
1993 to 26 December 2003 and computations
are in EViews 5.1 with robust standard errors
of the Bollerslev and Wooldridge (1992) type.
Pval stands for p-value and corresponds to a
two-sided test with zero as null, LogL stands
for log-likelihood, AR1−10 is the Ljung and Box
(1979) test for serial correlation in the standard-
ised residuals up to lag 10, ARCH1−10 is the
Ljung and Box (1979) test for serial correlation
in the squared standardised residuals up to lag
10, JB is the Jarque and Bera (1980) test for
non-normality in the standardised residuals, and
Obs. is the number of non-missing observations.
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Table 4.4: Historical, RiskMetrics and EWMA models of rt.

Regressor (4.9) (4.10) (4.11)
Est. Pval. Est. Pval. Est. Pval.

var.const. 0.681 0.00
e2
t−1 0.060 0.159 0.01

σ2
t−1 0.940 0.877 0.00

LogL. -370.34 -861.22 -583.63
AR1−10 8.94 0.54 31.49 0.00 12.88 0.23
ARCH1−10 9.49 0.49 46.38 0.00 5.32 0.72
JB 87.85 0.00 145K 0.00 565.09 0.00
Obs. 261 572 572

Note: The estimation sample is 1 January 1999 to 26 December
2003 for (4.9), and 8 January 1993 to 26 December 2003 for (4.10)
and (4.11). Computations are in G@RCH 4.0 and EViews 5.1 with
robust standard errors of the Bollerslev and Wooldridge (1992)
type, and ”K” is short for ”kilo(s)”, that is, 145K = 145 000.
Otherwise see table 4.3.

Table 4.5: Plain ARCH models of rt.

Regressor (4.12) (4.13)
Est. Pval. Est. Pval.

var.const. 0.006 0.14 -0.223 0.00
e2
t−1 0.146 0.01 0.292 0.00

σ2
t−1 0.867 0.00 0.981 0.00

et−1

σt−1
0.017 0.79

LogL. -580.96 -576.75
AR1−10 11.43 0.32 12.27 0.27
ARCH1−10 4.97 0.89 6.45 0.78
JB 635.55 0.00 377.88 0.00
Obs. 572 572

Note: See table 4.3.
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Table 4.6: Mincer-Zarnowitz regressions of r2
t on a

constant and 1-step out-of-sample forecasts (K = 61)

a b R2 Pval.

GETS EMOV1 -0.17 1.36 0.26 0.79
[0.63] [0.02]

GETS EMOV2 -0.32 1.65 0.03 0.76
[0.78] [0.36]

GETS EMOV3 -0.32 1.54 0.03 0.90
[0.78] [0.36]

GETS EMOV4 -0.20 1.20 0.03 0.91
[0.82] [0.31]

GARCH(1,1)+ 0.92 -0.08 0.00 0.00
[0.01] [0.80]

EGARCH(1,1)+ 0.93 -0.09 0.00 0.02
[0.02] [0.83]

Historical - 1.24 0.00 0.39
[0.00]

RiskMetrics 0.93 -0.10 0.00 0.13
[0.08] [0.86]

EWMA 0.95 -0.10 0.00 0.00
[0.01] [0.70]

GARCH(1,1) 0.96 -0.12 0.00 0.00
[0.01] [0.69]

EGARCH(1,1) 0.98 -0.14 0.00 0.01
[0.01] [0.71]

Note: Numbers in square brackets denote the p-values of
a two-sided coefficient hypothesis test with zero as the
null hypothesis, and the last column denotes the p-value
of a χ2(2) Wald test of the joint restriction a = 0, b = 1.
Otherwise see table 4.2.
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Table 4.7: MSE forecast statistics

1-week 2-week 3-week 6-week 12-week
GETS EMOV1 1.609 1.635 1.070 1.067 1.253
GETS EMOV2 2.074 2.100 1.209 1.196 1.023
GETS EMOV3 2.061 2.086 1.208 1.192 1.023

GETS EMOV4 2.040 2.058 1.218 1.190 1.027
GARCH(1,1)+ 2.307 2.226 1.248 1.236 1.200
EGARCH(1,1)+ 2.287 4.817 2.806 1.348 1.202

Historical 2.132 2.165 1.198 1.192 1.022
RiskMetrics 2.178 2.658 1.370 1.470 1.171
EWMA 2.435 4.758 2.541 2.054 1.314
GARCH(1,1) 2.331 4.247 2.179 1.847 1.277
EGARCH(1,1) 2.288 2.186 1.475 1.434 1.335

Note: Bold value indicates minimum in its column.

Table 4.8: P -values of the Modified Diebold-Mariano forecast test
against Historical using squared forecast errors

1-week 2-week 3-week 6-week 12-week
GETS EMOV1 0.41 0.41 0.49 0.49 0.51
GETS EMOV2 0.50 0.50 0.50 0.50 0.50
GETS EMOV3 0.50 0.50 0.50 0.50 0.50

GETS EMOV4 0.49 0.49 0.50 0.50 0.50
GARCH(1,1)+ 0.51 0.50 0.50 0.50 0.51
EGARCH(1,1)+ 0.51 0.99 0.82 0.50 0.51

Historical — — — — —
RiskMetrics 0.50 0.57 0.51 0.52 0.50
EWMA 0.53 1.00 0.85 0.67 0.51
GARCH(1,1) 0.51 1.00 0.71 0.60 0.51
EGARCH(1,1) 0.51 0.50 0.52 0.51 0.51

Note: The p-values are computed using a Student’s t distribution with 1
degree of freedom (DF) in the 1-week test, 2 DFs in the 2-week test, and
so on.
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Figure 4.1: Recursive analysis of GUM EMOV1. Computations are in
PcGive 10.4 with OLS and initialisation at observation number 100.
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Figure 4.2: Recursive analysis of GETS EMOV1. Computations are in
PcGive 10.4 with OLS and initialisation at observation number 100.
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Figure 4.3: Recursive analysis of GUM EMOV4. Computations are in
PcGive 10.4 with OLS and initialisation at observation number 100.
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Figure 4.4: Recursive analysis of GETS EMOV4. Computations are in
PcGive 10.4 with OLS and initialisation at observation number 100.
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Figure 4.5: Out-of-sample trajectories of r2
t , GETS EMOV1 and Histor-

ical. Vertical lines indicate weeks in which Norges Bank changed their
main policy interest rate.
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Chapter 5

Exchange rate variability,

market activity and

heterogeneity

This chapter draws on joint research with Dagfinn Rime.

5.1 Introduction

Currency markets are heterogeneous in many ways. Although trading in

principle can take place around the clock, in practice it is concentrated

around the opening hours of the major financial centres of Tokyo, Lon-

don and New York. So as time go by the themes and topics considered

relevant change as trading shifts from centre to centre. In each centre’s

opening hours it is the interbank market which dominates both in terms

of volume and influence, but only a few actors have direct access to

this market. This gives rise to various ”trading venues” that interact

with each other to different extent. For example, both the level and
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the evolution of the Euro per US dollar exchange rate on a specific in-

ternet trading platform may vary notably from that of the interbank

market. Furthermore, participants tend to restrict their attention to

only a handful of currencies. In a world with more than hundred monies

but only a few very liquid ones, essentially the US dollar, the Euro and

the Yen, most monies are traded against only these liquid currencies. Fi-

nally, different types of investors act differently, possess different kinds

of information and are differently positioned to impact upon the price

of currencies.

The study in this chapter sheds light on the role played by hetero-

geneity in the relation between market activity and exchange rate vari-

ability, through an investigation of the relationship between the weekly

variability of the Norwegian Krone (NOK) against the Euro (EUR) and

a measure of NOK/EUR spot trading volume in Norway. Compared

with chapter 3 the study in this chapter uses a dataset that spans a

shorter period because of the spot trading volume data. The spot trad-

ing volume data are used to study the role played by heterogeneity in

two ways. First, does Norwegian volume matter? On a global scale

NOK/EUR trading is one of the smaller currency pairs in terms of vol-

ume, so if banks and actors in Norway have an impact it is probably

either due to their share of total trading volume being sizeable or due

to their privileged proximity to Norwegian demanders and supplier of

NOK. The second type of heterogeneity we investigate is whether groups

of similarly sized banks have a different impact than other groups of

similar size. For example, since bigger banks account for a bigger share

of trading volume one might expect that their impact on variability is

greater than that of the group of small banks.

The rest of the chapter consists of three parts. In the next we de-

92



CHAPTER 5. EXCHANGE RATE VARIABILITY, MARKET
ACTIVITY AND HETEROGENEITY

scribe the data used, establish notation and motivate our somewhat

unusual data frequency, which are due to the spot volume data. The

subsequent section contains the empirical results, whereas the final sec-

tion concludes.

5.2 Data and notation

In order to make efficient use of the data in order to construct a measure

of spot NOK/EUR volume we need to make use of an unusual frequency.

To be more precise, we make a distinction between the first part of the

week on the one hand and the second part of the week on the other. In

our estimations we will only make use of spot data from the second part

of the week. The second part of the week comprises the last two trading

days of the week, typically Thursday and Friday, and the first part of the

week comprises the preceding trading days, typically Monday, Tuesday

and Wednesday. Compared with the previous chapters this calls for new

data transformations and a slightl change in notation. In addition to

providing details of the currency transaction volume data, the purpose

of this section is thus to explain the needed data-transformations (fur-

ther details are provided in the data-appendices), and to introduce the

associated notation. The section contains three subsections. The first

subsection contains the re-definitions of variability. Then, in the second

subsection we detail the currency transaction volume data and explain

how we use them and the quote frequency data to construct measures of

market activity at a bi-weekly frequency. Finally, the third subsection

explains the transformations associated with the other variables that we

include in our empirical investigations.
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5.2.1 Period and range variability re-defined

As in chapter 3 we make use of both a period measure and a range

measure of exchange rate variability. Let rse
t2 denote the period log-

return of the NOK/EUR exchange rate from 07:00 GMT on Thursday

to 21:50 GMT on Friday. The superscript ”se” is intended to evoke

the association ”start-end”. The time index t2 stands for the period

that comprise the last two trading days in week t, and due to holidays

Thursday and Friday are not always the last two trading days of the

week. When they are not then returns are adjusted accordingly, see

data appendix for further details. Similarly, the time index t1 is used

to denote the period that comprise the trading days that precedes t2

in week t. The trading days of week t that precedes the last two are

typically Monday, Tuesday and Wednesday. When they are not they

are adjusted accordingly too.

Period variability in the second part of week t is then defined as

(rse
t2 )2 and denoted V se

t2 , whereas range variability in t2 is defined as

[log(maxSt2) − log(minSt2)]
2 and denoted V hl

t2 . Their corresponding

log-transformations are denoted in small letters, that is, vse
t2 = log V se

t2

and vhl
t2 = log V hl

t2 . The main characteristics are contained in tables 5.1

and 5.2, and in figures 5.2 - 5.5. For comparison purposes with the figure

of weekly returns in chapter 1 the evolution of rse
t2 is contained in figure

5.1. There are at least five characteristics worth noting. First, at times

period and range variabilities differ notably. For instance, the average

of V se
t2 over the whole period is 0.27, whereas the average of V hl

t2 over

the same period is more than double. Moreover, the averages of V se
t2

and V hl
t2 are higher in the full inflation targeting period than in the par-

tial inflation targeting regime, whereas the opposite is the case for their

log-transformations. Second, the log-transformation, which makes pairs
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of large observations (in absolute value) less influential, also matters for

the correlation between period and range volatilities. For instance, the

sample correlation between V se
t2 and V hl

t2 is 0.90 over the whole sample,

whereas the sample correlation between vse
t2 and vhl

t2 is only 0.58 over the

same sample. The drop in correlation is similar when the two subsam-

ples are compared. Third, the two definitions are less correlated than

one might have expected, particularly between vse
t2 and vhl

t2 , with a min-

imum of 0.47 attained in the partial inflation targeting period. Fourth,

although figures 5.2 and 5.3 suggest that there are more large values of

variability in the second policy period, a general increase or shift upward

in variability around 29 March 2001 is absent—or at least seemingly so.

5.2.2 Measuring market activity

In order to shed light on the role played by heterogeneity we use two

types of market activity data, quote (NOK/EUR) frequency in the in-

ternational interbank market—using the same underlying rawdata as in

the previous chapters—and a measure of spot NOK/EUR trading vol-

ume by banks within Norway’s regulatory borders. The only change in

notation with respect to the quote data is the subscript. For example,

the number of quotes in t2 is denoted Qt2 and its log-counterpart qt2 .

The volume data are collected every week by Norges Bank and goes

back to the beginning of the 1990s. However, due to substantial changes

in the underlying data-collection methodology and definitions we opt

to only use the part after 1999, which corresponds to 313 observations

at the weekly frequency from 15 January 1999 to 7 January 2005. For

more details regarding these data the reader is referred to the data ap-

pendix.31 The spot volume variables in the second part of week t are

denoted Zt2 with a superscript, where the superscript refers to the cate-
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gory of the data it stands for. More precisely, we denote our measure of

total spot NOK/EUR volume for Ztot
t2 , the measure of spot NOK/EUR

volume by big banks is denoted Zbig
t2

, the measure of spot NOK/EUR

volume by medium sized banks is denoted Zmed
t2 , and the measure of

spot NOK/EUR volume by small banks is denoted Zsma
t2 . By definition

we have that Ztot
t2 = Zbig

t2
+ Zmed

t2 + Zsma
t2 , and their log-counterparts are

denoted in small letters, that is, ztot
t2 , zbig

t2
, zmed

t2 and zsma
t2 . The three

categories of banks are ”naturally” formed in the sense that the volume

of ”large” banks is substantially higher than that of the other banks,

and in the sense that the volume of ”small” banks is substantially lower

than that of the others. For confidentiality reasons we cannot disclose

the identities of the banks that make up which category nor the volume

associated with each bank, and for further details of the data the reader

is referred to the data appendix. Descriptive statistics of the Zt2 vari-

ables and their log-counterparts are contained in table 5.3. On average

total spot NOK/EUR transaction volume in t2 amounts to almost 323

million NOK, and about 234 million NOK of this, more that 2/3 of the

total amount, is due to the group of large banks. The group of small

banks account for less than 5%. These shares are relatively stable over

the sample and mean the group of large banks account for a substantive

part of volume.

In order to distinguish between the different effects variation in mar-

ket activity may have on variability we use the same strategy as in

previous chapters. Let the symbolism t2 − 1 stand for the second part

of week t − 1, t2 − 2 for the second part of week t − 2, and so on. If

zt2 denotes the log of a measure of volume in the second part of week t,

then a straightforward decomposition is to define short-term variation

as ∆zt2 = zt2−zt2−1 and long-term variation as zt2−1, since by definition
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zt2 = ∆zt2 + zt2−1. Again, as in chapter 3, the short-term component

∆zt2 has a straightforward and intuitive economic interpretation, namely

the relative increase or decrease in volume compared with the previous

period. Similarly, if zt2−1 is sufficiently serially correlated with previous

lags, that is, with zt2−2, with zt2−3 and so on, then its economic interpre-

tation is the ”general” or ”long-term” level of market activity. Just as in

chapter 3 the drawback of using zt2−1 as a measure of long-term varia-

tion in market activity is that it might be a noisy measure. One solution

is therefore to replace zt2−1 with a smoothed expression, and we employ

the same strategy here as previously. The average of log of total volume

ztot
t2 using two past values is equal to (ztot

t2−1 + ztot
t2−2)/2 and is denoted

z̄
tot/2
t2−1 , the average using three values is equal to (ztot

t2−1 +ztot
t2−2 +ztot

t2−3)/3

and is denoted z̄
tot/3
t2−1 , and so on. Similarly, the average of log quote fre-

quency using two past values is equal to (qt2−1 +qt2−2)/2 and is denoted

q̄2
t2−1, the average of log quote frequency using three past values is equal

to (qt2−1 + qt2−2 + qt2−3)/3 and is denoted q̄3
t2−1, and so on. Table 5.4

contains selected sample correlations of the various measures of long and

short-term variation in market activity. The q̂t2 and ẑt2 variables denote

measures of long-term variation obtained through the two-step ARMA

method described in subsection 3.2.2. Generally the sample correlations

between the measures is relatively strong (generally above 0.8), so one

might ask whether using one instead of another actually matters. Our

exploratory analyses suggest it does: Which measure that is included

matters for the significance results.

5.2.3 Other determinants of exchange rate variability

We also include other variables in our empirical investigations. To ac-

count for the possibility of skewness and asymmetries in rt2 we use the
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lagged return rt1—that is, the log-return of NOK/EUR in the first part

of week t—for the latter, and an impulse dummy iat2 equal to 1 when

returns are positive and 0 otherwise for the former. Also here the Nor-

wegian interest-rate variables reflect the fact that Norway changed infla-

tion policy on 29 March 2001, when the Ministry of Finance instructed

Norges Bank to replace exchange rate stabilisation with inflation target-

ing as its main policy objective. Contrary to previous chapters, how-

ever, here we use market interest rate variables instead of the policy

interest rate. If ∆irno
t2 denotes the change in the 3-month Norwegian

market interest rate in the second part of week t, then irno,b
t2

is defined

as (∆irno
t2 )2 before the regime change took place and zero thereafter,

whereas irno,c
t2

is defined as (∆irno
t2 )2 after the regime change took place

and zero before. To further distinguish between the impact of Norwe-

gian interest rates between changes in the policy interest rate by Norges

Bank and the impact when Norges Bank changes the policy interest

rate, we further decompose irno,b
t2

and irno,b
t2

. More precisely, we will add

∆ as a superscript when Norges Bank changes its main policy interest

rate, and we will add a 0 when it does not. Specifically, in the partial

inflation targeting period, irno,b0
t2

is equal to irno,b
t2

when Norges Bank

does not change the policy interest rate and zero otherwise, and irno,b∆
t2

is equal to irno,b
t2

when it does and zero otherwise. Similarly the cor-

responding variables for the full inflation period are denoted as irno,c0
t2

and irno,c∆
t2

. By construction it follows that irno,b0
t2

+ irno,b∆
t2

= irno,b
t2

,

and that irno,c0
t2

+ irno,c∆
t2

= irno,c
t2

. As a measure of changes in short-

term EMU interest rates we use a 3-month market rate. Specifically, if

(∆iremu
t2 )2 denote the square of the change in the market interest rate

in the second part of week t, then we will use iremu
t2 as a shorthand for

this expression. As a measure of general currency market turbulence we
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use EUR/USD-variability. If ∆mt2 denotes the log-return of EUR/USD

in the second part of week t, then M se
t2 stands for variability and mse

t2

its log-counterpart. The petroleum sector plays a major role in the Nor-

wegian economy, so it makes sense to also include a measure of oilprice

variability. If the log-return of oilprice over the second part of week t is

denoted ∆ot2 , then its variability is Ose
t2 and its log-counterpart ose

t2 . We

proceed similarly for Norwegian and US stock market variables. If ∆xt2

denotes the log-return of the main index of the Oslo stock exchange in

the second part of week t, then the associated variables are denoted Xse
t2

and xse
t2 . In the US case volatilities are denoted as U se

t2 and use
t2 . We

also include two impulse dummies to deal with two extreme (negative)

observations in the regressions of vse
t2 . These two observations are due to

the log-transformation being applied on period variability (rse
t2 )2 when

return rse
t2 is so close to zero that they appear as clearly smaller values

than the others, with the consequence that without the dummies no re-

gressor is significant. These two impulse dummies are denoted id2
t2 and

id3
t2 , respectively, and an economic interpretation is that the quoting

discreteness at these dates is unusually fine.

5.3 Empirical results

This section proceeds in four steps. In the first subsection we provide a

simple comparison of the volume data with the quote data in measuring

market activity. The next two subsections shed light on the role played

by Norwegian market activity, whereas the fourth and final subsection

addresses the question of whether Norwegian banksize matters.
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All models in this section are nested within the general specification

vt2 = b0 + b1persistence + b10∆ztot
t2 + b11z̄

tot
t2 +

b12∆zbig
t2

+ b13z̄
big
t2

+ b14∆zmed
t2 + b15z̄

med
t2 + b16∆zsma

t2 +

b17z̄
sma
t2 + b18∆qt2 + b19q̄t2 + the rest + et2 . (5.1)

The left side variable vt2 stands for the log of variability in question, that

is, either vse
t2 or vhl

t2 , ”persistence” (made explicit below) stands for the

associated persistence in variability, the z̄t2 variables stand for volume

based measures of long-term market activity, q̄t2 stands for a quote based

measure of long-term market activity, ”the rest” (made explicit below)

stands for the other variables that are included in our regressions, and

et2 denotes the error term. Log-period and log-range variability require

different types of lag structures in order to account for persistence. In

their specific parsimonious form they are defined as

persistencese = vhl
t1 (5.2)

persistencehl = 3vhl
t1 + 9vhl

t2−1 + vhl
t1−1, (5.3)

respectively.32 The presence of only vhl
t1 on the right hand side of (5.2)

means that past values of log-range variability is a better predictor of

log-period variability vse
t2 than past values of log-period variability. Since

our main focus will be on the quote and volume variables we will at

times for convenience reasons refer to the other variables as ”the rest”.
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Specifically this term is defined as

the rest = b20m
se
t2 + b21o

se
t2 + b22x

se
t2 + b23u

se
t2 + b24ir

no,b0
t2

+

b25ir
no,b∆
t2

+ b26ir
no,c0
t2

+ b27ir
no,c∆
t2

+ b28ir
emu
t2 + b29iat2 + b30r

se
t1 +

b31id
2
t2 + b32id

3
t2 , (5.4)

where the impulse dummies id2
t2 and id3

t2 are only included in the log-

period variability regressions.

5.3.1 Quote data vs. volume data

The commonplace view is that volume is a better measure of market

activity than quote frequency. However, compared with the quote data

our volume data are limited in scope, since they only comprise volume

within Norwegian regulatory borders. The purpose of this subsection

is to compare how well the two types of data explain variability, and

to this end we run separate regressions that only contain each set of

market activity variables. The motivation for this is that the data are

overlapping in the sense that the quote data also contain the quotes

of banks within Norwegian regulatory borders. The motivation for not

including other variables in the regression is the same as in subsection

3.3.1, namely to shed light on the hypothesis that variation in market

activity is a major cause of variability persistence. Table 5.5 contains

estimates of the period variability regressions

vse
t2 = b0 + b10∆ztot

t2 + b11z̄
tot/2
t2−1 + b31id

2
t2 + b32id

3
t2 + et2 (5.5)

vse
t2 = b0 + b18∆qt2 + b19q̄

15
t2−1 + b31id

2
t2 + b32id

3
t2 + et2 , (5.6)
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whereas table 5.6 contains estimates of the range variability regressions

vhl
t2 = b0 + b10∆ztot

t2 + b11z̄
tot/2
t2−1 + et2 (5.7)

vhl
t2 = b0 + b18∆qt2 + b19q̄

15
t2−1 + et2 . (5.8)

The variables z̄
tot/2
t2−1 and q̄15

t2−1 are chosen as measures of long term mar-

ket activity on the basis of R2, and both tables suggest the quote data

fare better as measures of market activity in terms of R2. Also, contrary

to the comparable results in table 3.2 of equation (3.8) in chapter 3, the

estimates of (5.5) and (5.7) do not exhibit serially correlated errors. An

interpretation of this is that the market activity variables adequately

account for variability persistence. However, it should be noted that

a regression of vse
t2 on only a constant (not reported) does not produce

serially correlated residuals neither. In other, words, there is little vari-

ability persistence in {vse
t2 } to explain. Moreover, the regressions (5.7)

and (5.8) of vhl
t2 do produce serially correlated residuals. So there are

signs also here that the market activity variables alone are unable to

adequately account for time-varying variability.

5.3.2 Persistence vs. market activity

Just as in subsection 3.3.2, here we seek to shed further light on the

relation between persistence and market activity. In particular, our aim

is to shed light on the hypothesis that persistent financial return vari-

ability is explained by market activity. Again we first run regressions of

variability on the persistence term, and then we add the market activity

variables to see to what extent the persistence estimates and significance
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results are affected.

Table 5.7 contains estimates of the period and range variability re-

gressions

vse
t2 = b0 + b1persistence + b31id

2
t2 + b32id

3
t2 + et2 (5.9)

vhl
t2 = b0 + b1persistence + et2 . (5.10)

In the period variability regression (5.9) the persistence term contains a

single variable, namely range variability in the first part of the week vhl
t1 .

In the range variability regression (5.10) the persistence term is much

richer, and in contrast to the previous subsection the residuals are no

longer serially correlated.

Table 5.8 contains estimates of the period variability regressions

vse
t2 = b0 + b1persistence + b10∆ztot

t2 + b11z̄
tot/2
t2−1 +

b31id
2
t2 + b32id

3
t2 + et2 (5.11)

vse
t2 = b0 + b1persistence + b18∆qt2 + b19q̄

15
t2−1+

b31id
2
t2 + b32id

3
t2 + et2 , (5.12)

whereas table 5.9 contains estimates of the range variability regressions

vhl
t2 = b0 + b1persistence + b10∆ztot

t2 + b11z̄
tot/2
t2−1 + et2 (5.13)
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vhl
t2 = b0 + b1persistence + b18∆qt2 + b19q̄

15
t2−1 + et2 . (5.14)

The results of the period variability regressions in table 5.8 are mixed.

Adding the quote variables increases the persistence estimate from 0.100

to 0.111, whereas adding the volume variables decreases the persistence

estimate from 0.100 to 0.087. However, a Wald coefficient restriction

test of b1 = 0.100 in (5.11) is not rejected at the 10% level (the p-value

is above 80%). The results of the range variability regressions in table

5.9 are less mixed. The coefficient estimate of persistence falls slightly

in both regressions, but the associated p-value remains below 0.01%.

Moreover, again Wald coefficient restriction tests do not reject the re-

striction of b1 = 0.027 at the 10% level (the p-values are above 50% in

both cases), so the fall is not substantial in neither case. All in all, then,

although three of the four persistence estimates fall when the market

activity variables are added, the results do not provide statistical sup-

port of the hypothesis that market activity accounts for the persistence

in variability.

5.3.3 Global vs. Norwegian market activity

In contrast with the previous two subsections here we control for the

impact of other variables than those of market activity and persistence.

Table 5.10 contains estimates of specifications obtained through simpli-

fication of

vse
t2 = b0+b1persistence+b10∆ztot

t2 +b11z̄
tot/2
t2−1 +the rest+et2 (5.15)
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vse
t2 = b0 + b1persistence + b10∆ztot

t2 + b11z̄
tot/2
t2−1 +

b18∆qt2 + b19q̄
15
t2−1 + the rest + et2 (5.16)

with the constant and the market activity variables fixed, that is, they

are not removed if insignificant at 10%, whereas table 5.11 contains

estimates of specifications obtained through simplification of

vhl
t2 = b0+b1persistence+b10∆ztot

t2 +b11z̄
tot/2
t2−1 +the rest+et2 (5.17)

vhl
t2 = b0 + b1persistence + b10∆ztot

t2 + b11z̄
tot/2
t2−1 +

b18∆qt2 + b19q̄
15
t2−1 + the rest + et2 (5.18)

with the constant and the market activity variables fixed. In each pair

of regressions the first only contain the volume variables as regressors,

whereas the second contain both the volume and quote variables. The

motivation behind the pairs of regressions is that the volume and quote

variables are overlapping in the sense that the quote variables also com-

prise quotes from banks in Norway. Comparing the two regressions in

each pair thus enable us to answer three questions of interest, namely

whether spot NOK/EUR volume matters for variability, whether global

interbank NOK/EUR quoting frequency matters, and to what extent

they overlap.

The results of the period variability regressions in table 5.10 are un-

ambiguous. Neither in (5.15), where only the Norwegian market activity

variables enter, nor in (5.16) are any of the market activity variables sig-

nificant at conventional levels of significance. In other words, our results

do not support the hypothesis that there is any impact of Norwegian nor
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global market activity on period variability when controlled for other

variables. However, the drop in the coefficient values of ∆ztot
t2 and z̄

tot/2
t2−1

when the global market activity variables are added may be interpreted

as an indication of overlap.

The results of the range variability regressions in table 5.11 on the

other hand provide some support for the hypothesis that market activity

has an impact on range variability when controlling for other variables.

In specification (5.17), where only Norwegian market activity enters,

long term market activity z̄
tot/2
t2−1 is significant at 4%. Short term market

Norwegian activity ∆ztot
t2 , however, is not significant. Adding global

interbank measures of market activity (specification (5.18)) reduces the

parameter estimates of the Norwegian variables, and increases the p-

value of Norwegian long term market activity z̄
tot/2
t2−1 to 11%. This could

be interpreted as the presence of some overlap. Also, long-term global

interbank market activity q̄15
t2−1 is almost significant with a p-value of

12%. Finally, short term global interbank market activity is significant

at 8%.

5.3.4 Does Norwegian bank size matter?

The purpose of this subsection is to shed light on whether groups of

similarly sized banks impact differently upon variability. Differently

put, whether size matters. Table 5.12 contains estimates of parsimonious

specifications obtained through simplification of

vse
t2 = b0 + b2persistence + b12∆zbig

t2
+ b13z̄

big
t2

+

b14∆zmed
t2 + b15z̄

med
t2 + b16∆zsma

t2 + b17z̄
sma
t2 + the rest + et2 (5.19)
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vhl
t2 = b0 + b2persistence + b12∆zbig

t2
+ b13z̄

big
t2

+

b14∆zmed
t2 + b15z̄

med
t2 + b16∆zsma

t2 + b17z̄
sma
t2 + the rest + et2 (5.20)

keeping the constant and all the volume variables although significant

at all levels. The estimation output do not point in a single direction.

The results of the period variability specification (5.19) suggest that

none of the market activity variables are significant at the 10% level.

In the range variability specification (5.20) only one of the variables

exhibit significance, namely long term market activity of big banks. The

estimate is positive which means that higher long term market activity

of the big banks increases variability. The insignificant estimates are

conflicting. For example, the estimated impact of short term market

activity of large banks is positive—as expected—in the period variability

specification, whereas in the range variability specification the estimate

is negative. Similar differences in the sign of the estimated impacts occur

with respect to the market activity variables of the medium sized banks.

Not removing insignificant variables produces higher standard errors

associated with the coefficient estimates, with the possible consequence

that significant impacts of market activity are not revealed. To explore

this possibility table 5.13 contains estimates of parsimonious specifica-

tions obtained through simplification of the same specifications (5.19)

and (5.20) with only the constant being kept. In the range variability

specification there is little change in the significance results, since the

only retained market activity variable is that of big banks’ long term

activity (notably with low p-value). However, there is a change in the

significance results of the period variability specification. Not fixing the

market activity variables yields a significant estimate of small banks’

long term market activity z̄sma
t2 in table 5.13. The impact is negative
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and therefore the opposite sign of the estimated impact of large banks’

long term activity z̄big
t2

on range variability in the same table 5.13.

5.4 Conclusions

This study has sought to shed light on the role played by heterogene-

ity in the relation between market activity and exchange rate variability,

through an investigation of the relation between a measure of NOK/EUR

spot currency transaction volume in Norway and NOK/EUR variabil-

ity. Whereas an increase in short term global interbank market activity

(as measured by the relative increase in quoting frequency) increases

range variability, our results do not support the hypothesis that in-

creases in short term Norwegian market activity (as measured by the

relative increase in our measure of spot NOK/EUR trading volume) has

a statistically significant impact on neither period nor range variability.

Moreover, we do not find support for the hypothesis that some groups

of banks, for example big banks, have an impact on variability through

their short term market activity. With respect to the impact of long

term market activity, however, our results do suggest that Norwegian

NOK/EUR trading has an impact. In particular, we find some support

of the hypothesis that increased long term activity by banks in Nor-

way increases range variability through their long term spot NOK/EUR

trading, and that groups of similarly sized banks have different impacts.

The group of small banks’ long term market activity has a negative im-

pact on period variability, whereas the group of large banks’ long term

market activity has a positive impact on range variability.

An area for further research that our results suggest should be pur-

sued in particular is the impact Norwegian long term market activity

108



CHAPTER 5. EXCHANGE RATE VARIABILITY, MARKET
ACTIVITY AND HETEROGENEITY

has on variability. Our results suggest a negative impact on period

variability from the long term market activity of small banks, and a

positive impact on range variability from the long term market activity

of large banks. It is not evident why this is the case, so further inves-

tigation—possibly approaching the issue in different ways—could shed

further light on the issue.
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Table 5.1: Descriptive statistics of period return, and period
and range volatilities

15/1/1999− 15/1/1999− 6/4/2001−
7/1/2005 30/3/2001 7/1/2005
(T = 313) (T = 116) (T = 197)

rse
t2 Avg. -0.04 -0.08 -0.01

Med. -0.06 -0.08 -0.04
Max. 3.05 1.06 3.05
Min -2.14 -1.58 -2.14
S.e. 0.52 0.45 0.55

V se
t2 Avg. 0.27 0.21 0.30

Med. 0.10 0.10 0.10
Max. 9.28 2.49 9.28
Min 0.00 0.00 0.00
S.e. 0.66 0.34 0.78

V hl
t2 Avg. 0.78 0.62 0.88

Med. 0.56 0.45 0.62
Max. 13.21 2.63 13.21
Min 0.10 0.10 0.10
S.e. 0.96 0.48 1.14

vse
t2 Avg. -2.71 -2.85 -2.63

Med. -2.30 -2.34 -2.28
Max. 2.23 0.91 2.23
Min -13.43 -10.21 -13.43
S.e. 2.17 2.11 2.20

vhl
t2 Avg. -0.57 -0.73 -0.48

Med. -0.58 -0.80 -0.48
Max. 2.58 0.97 2.58
Min -2.31 -2.31 -2.29
S.e. 0.78 0.72 0.8
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Table 5.2: Sample correlations between period and range
volatilities

Sample V se
t2 V hl

t2 vse
t2 vhl

t2

15/01/1999 - V se
t2 1.00 vse

t2 1.00
7/1/2005 V hl

t2 0.90 1.00 vhl
t2 0.58 1.00

(T=313)

15/1/1999 - V se
t2 1.00 vse

t2 1.00
30/3/2001 V hl

t2 0.70 1.00 vhl
t2 0.47 1.00

(T=116)

6/4/2001 - V se
t2 1.00 vse

t2 1.00
7/1/2005 V hl

t2 0.93 1.00 vhl
t2 0.64 1.00

(T=197)

Table 5.3: Descriptive statistics of volume and quote data

Average Median Max. Min. S.e.

Ztot
t2 322672 317256 611128 107163 81303

Zbig
t2

234255 232059 498021 65667 75207
Zmed

t2 78972 77861 183174 3515 38336
Zsma

t2 9446 8377 27042 954 5548
Qt2 10304 2771 54917 75 15314

∆ztot
t2 0.0019 0.037 0.972 -0.998 0.26

∆zbig
t2

0.0035 0.033 0.835 -1.120 0.30
∆zmed

t2 -0.0035 0.000 2.493 -2.013 0.49
∆zsma

t2 0.0000 -0.015 1.926 -2.221 0.55
∆qt2 0.0118 0.001 2.996 -1.351 0.38

Note: The sample period is 15 January 1999 - 7 January 2005
(313 observations) and the Zt2 variables in the four upper rows
are in thousands of Norwegian kroner.
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Table 5.4: Sample correlations between variables
based on volume and quote data

qt2 q̂t2 qt2−1 q̄5
t2−1 q̄15

t2−1

qt2 1.00
q̂t2 0.86 1.00
qt2−1 0.83 0.96 1.00
q̄5
t2−1 0.83 0.95 0.89 1.00

q̄15
t2−1 0.80 0.94 0.83 0.94 1.00

ztot
t2 ẑtot

t2 ztot
t2−1 z̄

tot/2
t2−1 z̄

tot/3
t2−1

ztot
t2 1.00

ẑtot
t2 0.60 1.00

ztot
t2−1 0.50 0.82 1.00

z̄
tot/2
t2−1 0.52 0.88 0.87 1.00

z̄
tot/3
t2−1 0.55 0.91 0.79 0.94 1.00

zbig
t2

ẑbig
t2

zbig
t2−1 z̄

big/2
t2−1 z̄

big/3
t2−1

zbig
t2

1.00
ẑbig
t2

0.73 1.00
zbig
t2−1 0.62 0.84 1.00

z̄
big/2
t2−1 0.64 0.87 0.90 1.00

z̄
big/3
t2−1 0.67 0.91 0.84 0.95 1.00

zmed
t2 ẑmed

t2 zmed
t2−1 z̄

med/2
t2−1 z̄

med/3
t2−1

zmed
t2 1.00

ẑmed
t2 0.80 1.00

zmed
t2−1 0.73 0.91 1.00

z̄
med/2
t2−1 0.76 0.95 0.93 1.00

z̄
med/3
t2−1 0.78 0.97 0.89 0.97 1.00

zsma
t2 ẑsma

t2 zsma
t2−1 z̄

sma/2
t2−1 z̄

sma/3
t2−1

zsma
t2 1.00

ẑsma
t2 0.72 1.00

zsma
t2−1 0.64 0.87 1.00

z̄
sma/2
t2−1 0.67 0.91 0.91 1.00

z̄
sma/3
t2−1 0.67 0.92 0.85 0.96 1.00

Note: The sample period is 15 January 1999 - 7
January 2005 (313 weekly observations).
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Table 5.5: Regressions of log of period variability
vse
t2 on a constant and market activity variables

(5.5) (5.6)
Est. Pval. Est. Pval.

const. -12.383 0.09 -5.789 0.00
∆ztot

t2 0.583 0.26
z̄

tot/2
t2−1 0.769 0.18

∆qt2 0.448 0.11
q̄15
t2−1 0.451 0.04

id2
t2 -10.985 0.00 -10.518 0.00

id3
t2 -11.082 0.00 -11.212 0.00

R2 0.17 0.18
AR1−10 5.31 0.87 3.57 0.96
ARCH1−10 10.81 0.37 14.40 0.16
Het. 2.15 0.91 3.62 0.73
Hetero. 4.43 0.73 4.09 0.77
JB 53.91 0.00 54.14 0.00
Obs. 311 298

Note: The sample period is 15 January 1999 - 7
January 2005 (313 weekly observations), computa-
tions are in EViews 5.1 with OLS estimation and
standard errors are of the White (1980) type. Pval
stands for p-value and corresponds to a two-sided
test with zero as null, AR1−10 is the χ2 version of
the Lagrange-multiplier test for serially correlated
residuals up to lag 10, ARCH1−10 is the χ2 version
of the Lagrange-multiplier test for serially correlated
squared residuals up to lag 10, Het. and Hetero.
are White’s (1980) heteroscedasticity tests without
and with cross products, respectively, and JB is the
Jarque and Bera (1980) test for non-normality.
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Table 5.6: Regressions of log of range variability
vhl
t2 on a constant and market activity variables

(5.7) (5.8)
Est. Pval. Est. Pval.

const. -10.678 0.00 -2.852 0.00
∆ztot

t2 0.213 0.31
z̄

tot/2
t2−1 0.798 0.00

∆qt2 0.284 0.15
q̄15
t2−1 0.324 0.00

R2 0.05 0.06
AR1−10 29.33 0.00 26.28 0.00
ARCH1−10 4.86 0.90 10.65 0.39
Het. 5.90 0.21 7.62 0.11
Hetero. 27.82 0.00 7.94 0.16
JB 1.69 0.43 4.80 0.09
Obs. 311 298

Note: Standard errors are of the Newey and West
(1987) type, otherwise see table 5.5.
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Table 5.7: Regressions of log of variabilities vse
t2

and vhl
t2 , respectively, on a constant and persis-

tence

(5.9) (5.10)
Est. Pval. Est. Pval.

const. -2.640 0.00 -0.432 0.00
persistence 0.100 0.07 0.027 0.00
id2

t2 -10.728 0.00
id3

t2 -10.739 0.00

R2 0.16 0.11
AR1−10 4.98 0.89 11.03 0.36
ARCH1−10 8.01 0.63 6.35 0.78
Het. 1.41 0.84 1.02 0.60
Hetero. 1.41 0.84 1.02 0.60
JB 54.32 0.00 2.10 0.35
Obs. 313 312

Note: See table 5.5.

115



5.4. CONCLUSIONS

Table 5.8: Regressions of log of period variability
vse
t2 on a constant, persistence and market activity

variables

(5.11) (5.12)
Est. Pval. Est. Pval.

const. -11.523 0.12 -5.467 0.00
persistence 0.087 0.12 0.111 0.03
∆ztot

t2 0.579 0.26
z̄

tot/2
t2−1 0.701 0.23

∆qt2 0.376 0.19
q̄15
t2−1 0.406 0.06

id2
t2 -10.916 0.00 -10.478 0.00

id3
t2 -11.016 0.00 -11.114 0.00

R2 0.17 0.19
AR1−10 4.98 0.89 3.34 0.97
ARCH1−10 11.44 0.32 15.00 0.13
Het. 2.85 0.94 4.92 0.77
Hetero. 6.20 0.86 6.01 0.87
JB 52.48 0.00 52.88 0.00
Obs. 311 298

Note: See table 5.5.
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Table 5.9: Regressions of log of range variability
vhl
t2 on a constant, persistence and market activity

variables

(5.13) (5.14)
Est. Pval. Est. Pval.

const. -7.248 0.02 -1.960 0.00
persistence 0.024 0.00 0.025 0.00
∆ztot

t2 0.141 0.50
z̄

tot/2
t2−1 0.538 0.03

∆qt2 0.287 0.07
q̄15
t2−1 0.216 0.01

R2 0.13 0.14
AR1−10 10.30 0.41 7.85 0.64
ARCH1−10 4.42 0.93 5.34 0.87
Het. 4.43 0.62 7.61 0.27
Hetero. 31.28 0.00 10.37 0.32
JB 1.94 0.38 2.88 0.24
Obs. 311 298

Note: See table 5.5.
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Table 5.10: Parsimonious regressions of log of pe-
riod variability vse

t2 on a constant, persistence and
market activity controlling for other variables

(5.15) (5.16)
Est. Pval. Est. Pval.

const. -9.116 0.20 -7.401 0.34
persistence 0.096 0.08 0.105 0.04
∆ztot

t2 0.446 0.37 0.398 0.45
z̄

tot/2
t2−1 0.512 0.36 0.179 0.78

∆qt2 0.334 0.25
q̄15
t2−1 0.352 0.13

xw
t2 0.111 0.06

irno,b∆
t2

0.006 0.00
irno,c∆

t2
0.015 0.00 0.015 0.00

id1 -10.866 0.00 -10.549 0.00
id2 -10.462 0.00 -11.134 0.00

R2 0.20 0.21
AR1−10 5.35 0.87 3.40 0.97
ARCH1−10 12.20 0.27 17.56 0.06
Het. 11.23 0.51 9.90 0.87
Hetero. 19.99 0.58 17.43 0.99
JB 44.25 0.00 54.98 0.00
Obs. 311 298

Note: See table 5.5.
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Table 5.11: Parsimonious regressions of log of
range variability vhl

t2 on a constant, persistence
and market activity controlling for other vari-
ables

(5.17) (5.18)
Est. Pval. Est. Pval.

const. -6.863 0.02 -6.996 0.03
persistence 0.023 0.00 0.021 0.00
∆ztot

t2 0.103 0.62 0.020 0.93
z̄

tot/2
t2−1 0.504 0.04 0.431 0.11

∆qt2 0.250 0.08
q̄15
t2−1 0.147 0.12

irno,b∆
t2

0.001 0.00 0.002 0.00
irno,c

t2
0.001 0.03 0.001 0.02

irno,c∆
t2

0.007 0.00 0.007 0.00
rt1 0.137 0.02 0.103 0.07

R2 0.17 0.20
AR1−10 11.55 0.32 9.95 0.45
ARCH1−10 4.31 0.93 4.52 0.92
Het. 21.62 0.09 27.63 0.07
Hetero. 73.07 0.00 101.31 0.00
JB 1.23 0.54 2.44 0.29
Obs. 311 298

Note: See table 5.5.
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Table 5.12: Parsimonious regressions of log of
period vse

t2 and range vhl
t2 variability on a con-

stant, persistence and disaggregated volume vari-
ables controlling for other other variables

(5.19) (5.20)
Est. Pval. Est. Pval.

const. -2.886 0.70 -4.804 0.13
persistence 0.091 0.10 0.023 0.00
∆zbig

t2
0.027 0.95 -0.093 0.60

z̄
big/2
t2−1 0.265 0.56 0.378 0.05

∆zmed
t2 -0.110 0.65 0.014 0.90

z̄
med/2
t2−1 -0.067 0.73 0.043 0.58

∆zsma
t2 0.387 0.18 0.090 0.37

z̄
sma/2
t2−1 -0.253 0.29 -0.093 0.29

xw
t2 0.115 0.05

irno,b
t2

0.001 0.07
irno,b∆

t2
0.001 0.00

irno,c
t2

0.001 0.05
irno,c∆

t2
0.014 0.00 0.007 0.00

rt1 0.122 0.04
id1 -10.636 0.00
id2 -10.146 0.00

R2 0.21 0.19
AR1−10 4.72 0.91 12.12 0.28
ARCH1−10 12.62 0.25 3.37 0.97
Het. 23.71 0.26 27.59 0.28
Hetero. 43.89 0.88 128.36 0.00
JB 38.61 0.00 1.08 0.58
Obs. 311 311

Note: See table 5.5.
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Table 5.13: Parsimonious regressions of log of pe-
riod vse

t2 and range variability vhl
t2 on a constant,

persistence and disaggregated volume variables
controlling for other variables

(5.19) (5.20)
Est. Pval. Est. Pval.

const. 1.077 0.54 -5.847 0.00
persistence 0.098 0.07 0.023 0.00
z̄

big/2
t2−1 0.434 0.00

z̄
sma/2
t2−1 -0.414 0.04

xw
t2 0.113 0.06

irno,b
t2

0.001 0.07
irno,b∆

t2
0.001 0.00

irno,c
t2

0.001 0.02
irno,c∆

t2
0.015 0.00 0.007 0.00

rt1 0.134 0.02
id1 -10.666 0.00
id2 -10.529 0.00

R2 0.20 0.18
AR1−10 5.02 0.89 12.57 0.25
ARCH1−10 12.18 0.27 3.93 0.95
Het. 14.84 0.14 16.88 0.26
Hetero. 18.88 0.27 48.07 0.01
JB 39.71 0.00 1.53 0.47
Obs. 311 311

Note: See table 5.5.
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Figure 5.1: Period return rse
t2 over the last two trading days of week t

from 15 January 1999 to 7 January 2005
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Figure 5.2: Period variability V se
t2 from 15 January 1999 to 7 January

2005
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Figure 5.3: Range variability V hl
t2 from 15 January 1999 to 7 January
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Chapter 6

The first stage in Hendry’s

reduction theory revisited

6.1 Introduction

When Trygve Haavelmo suggested that the n observations in a dataset

could ”be considered as one observation of n variables. . . following an

n-dimensional joint probability law” (1944, p. iii), his main aim was

to convert more economists to the praxis of evaluating economic theo-

ries against empirical economic data using statistical techniques. The

deeper question about how the joint n-dimensional probability distribu-

tion was related to reality, however, he remained agnostic about. In his

own words, the existence of such a joint probability distribution ”may

be purely hypothetical” (same place, p. iii).33 Although Haavelmo’s

ideas had a profound and immediate impact on contemporary economic

analysis it nevertheless took until the 1970s and 1980s before a system-

atic approach to the study of the relation between reality and models

thereof in terms of probability concepts developed in econometrics. At
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the centre of several important contributions during these years, includ-

ing Florens and Mouchart (1980, 1985), Hendry and Richard (1990), and

Florens et al. (1990), was the notion of a ”probabilistic reduction”, that

is, the idea of replacing a complex probabilistic structure with a simpler

one through marginalisation and/or conditioning, and led to the devel-

opment of important econometric concepts like weak exogeneity, strong

exogeneity and super exogeneity (see Engle et al. (1983)).

The reduction theory of David F. Hendry (1995, chapter 9), where

the term reduction is used in a broader way than originally, provides

an overall probabilistic framework for the analysis and classification of

the simplifications associated with empirical models.34 In Hendry’s own

words ”it seeks to explain the origin of empirical models in terms of

reduction operations conducted implicitly on the DGP [data generating

process] to induce the relevant empirical model” (1995, p. 344). Starting

with the joint probability distribution of the ”complete set” of theory

”variables relevant to the economy under investigation” (same place, p.

345), the reduction theory distinguishes between twelve reduction opera-

tions which ultimately leads to the empirical model. Although Hendry’s

theory is a powerful and comprehensive framework for the analysis of the

relation between models and reality, it is nevertheless unable to provide

an analysis on the same probability space of the first stage (and hence

of the subsequent stages) of reduction given a commonplace theory of

social reality. The commonplace theory consists of the joint hypotheses

that, literally, a) the course of history is indeterministic, b) history does

not repeat itself, and c) the future depends on the past (historical in-

heritance). In philosophical jargon, that the human world is made up

of indeterministic, historically supervenient particulars.35 According to

Hendry the economic mechanism under study, that is, the joint distri-
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bution of the complete set of relevant theory variables defined on the

underlying probability space, is an entity that can change but does not

necessarily do so. In other words, the economic mechanism is a prob-

abilistic statement about how variables are related, which may change

but does not do so necessarily. According to the commonplace the-

ory of social reality on the other hand, everything is changing all the

time—including how variables are related—in a way that is indetermin-

istically dependent on the past. Conceptually this is not necessarily

incompatible with Hendry’s setup, but it would nevertheless imply that

the economic mechanism as defined by Hendry is constantly changing.

As a consequence, Hendry’s theory is unable to provide a probabilistic

analysis on the same underlying probability space of how the theory

variables are related. Moreover, according to Hendry the underlying

probability space is transformed—again—when data are collected, so

the theory is unable to provide a probabilistic analysis on the same un-

derlying probability space of the relation between the theory and data

variables.

In this chapter I propose a certain structure on the underlying out-

come space which implies that the associated probability space does

not change even though the human world is changing all the time, and

which implies that the probability space does not change when data

are collected. This is enabled by devising the outcome set as consisting

of possible worlds made up of indeterministic and historically inherited

particulars and provides several gains and possibilities of which only

a few are explored in this chapter. First, the formulation of theory

variables can be seen as a simplification and can thus be interpreted

as the ”perspective” from which we study an issue. Second, a proba-

bilistic definition of measurement validity, that is, the absence of mea-
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surement error, is enabled. Third, a history based probabilistic defi-

nition of indeterministic causality that nests discrete, continuous and

”interval” versions of probabilistic causality is proposed. Finally, math-

ematical expectation conditional on an information set is re-interpreted.

More generally devising the outcome set as consisting of indeter-

ministic worlds made up of historically inherited particulars also pro-

vides a bridge between econometric (/probabilistic) reduction analysis

and metaphysics, that is, the part of philosophy that deals with what

there exists and its nature. There is already a voluminous philosophical

literature that employs the idea of possible worlds to shed light on var-

ious metaphysical issues, and by providing a bridge between these two

literatures econometrics might eventually benefit from these insights.

The rest of this chapter is organised into five sections. In the next,

section 6.2, the most relevant parts of Hendry’s reduction theory is de-

tailed. Section 6.3 describes and motivates the structure of the outcome

space that is proposed. Section 6.4 details in what sense the formula-

tion of theory variables can be seen as a simplification, and contains the

proposed definition of measurement validity, that is, absence of measure-

ment error. Section 6.5 formulates the proposed definition of causality

and re-interprets mathematical expectation conditional on an informa-

tion set. Finally, section 6.6 concludes.

6.2 The first stage in Hendry’s reduction

theory

The purpose of Hendry’s reduction framework is ”to explain the origin of

empirical models in terms of reduction operations conducted implicitly
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on the DGP” (1995, p. 344), and his framework details twelve reductions

whose order is not unique.36 Since the focus is on the first stage I

concentrate on this in what follows.

The most informative account of the first stage of reduction is given

in a single paragraph in chapter 9 of Dynamic Econometrics (1995),

which is an adaptation of Hendry and Cook (1994). Most of the para-

graph is about the concepts and actions involved in the first stage, so it

seems useful to reproduce it here almost in its entirety. Note however

that I have modified Hendry’s notation in order to retain a consistent

notation throughout this chapter. Most importantly, random variables

and vectors appear in capitals. This is to distinguish them from their

realisations, which I denote in small letters later in the chapter. The

passage is:

”The analysis begins with the complete set of random vari-

ables {U∗
t } relevant to the economy under investigation over

a time span t = 1, . . . , T , where the superscript ∗ denotes

a perfectly measured variable U∗ = (U∗
1, . . . ,U

∗
T ), defined

on the probability space (Ω,F , P ) . . . The {U∗
t } comprise all

the potential variables from the economic mechanism under

study which operates at the level of U∗, and hence the vector

U∗
t comprises details of every economic action of every agent

at time t in all the regions of the geographical space relevant

to the analysis. However, many of the {U∗
ti} variables are ei-

ther unobserved or badly measured, so the term data is not

strictly applicable to U∗
t . The mapping from the economic

mechanism to the data-generation process through the mea-

surement system is the first reduction, which can lose a vast

amount of information, and introduce inaccuracy but leads
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to a data-set which is denoted by {Ut}. At a conceptual

level, all variables {U∗
ti} are assumed to be measured as {Uti}

although for some variables, the level of quantification may be

low, possibly even an artificial entry of zero. The probability

space (Ω,F , P ) is transformed by the measurement process

(usually markedly) . . . ”—Hendry (1995, p. 345)

Thus the starting point of Hendry’s reduction framework is all the vari-

ables relevant to an economy under investigation. This set is here de-

noted U∗ and is defined on the probability space (Ω,F , P ). Together,

U∗ and (Ω,F , P ) constitute the ”economic mechanism” on which the

first reduction is performed. A change in the relation between the the-

ory variables would entail a change in the underlying probability space

(Ω,F , P ). The actions of collecting and recording the data, that is, the

measurement process, eventually produces the first reduction, a dataset

U defined on an altered probability space (Ω′,F ′, P ′), and is called the

”data generating process” (DGP). Schematically the first stage of re-

duction is summarised in table 1.

6.3 The outcome set as consisting of possible

worlds

If (Ω,F , P ) denotes a probability space with Ω, F and P being the out-

come space, the event space and the probability measure, respectively,

then in what follows the elements ω ∈ Ω will be referred to as ”worlds”

or ”possible worlds”. The purpose of this section is to formulate and

motivate the proposed structure of the worlds ω. The proposed struc-

ture serves as some sort of social ontology, that is, a theory of the nature

of social reality, and is contained in definition 4 in the last subsection of
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this section. It may be a good idea to have a look at it before reading

the preceding subsections that provide the details. The first subsec-

tion 6.3.1 presents the idea of a possible world which in philosophy has

proved very useful in analysing, discussing and communicating many

philosophical ideas and theories, and shows that there is no loss of gen-

erality in interpreting the ω as worlds. Then, subsections 6.3.2 and 6.3.3

formalise the ideas of contingent particularism and historically inherited

particulars, respectively. Finally, subsection 6.3.4 contains the defini-

tion of outcomes sets consisting of indeterministic worlds made up of

historically inherited particulars.

6.3.1 Possible worlds

The idea of a world is normally credited to the German philosopher and

mathematician Gottfried Wilhelm Leibniz (1646 - 1716) (Crane 1995).37

Intuitively a world contains everything in the past, everything in the

present and everything in the future, or in Leibniz’ own words ”the entire

sequence and the entire collection of all existing things” (Theodicy, par.

8, G VI 107. Quoted in Parkinson 1995, p. 213). In contemporary

philosophy the notion is often associated with David Lewis (1941-2001),

who describes worlds as consisting of

”the planet Earth, the solar system, the entire Milky Way,

the remote galaxies we see through telescopes. . . Anything at

any distance at all is to be included. Likewise the world is

inclusive in time. No long-gone ancient Romans, no long-

gone pterodactyls, no long-gone primordial clouds of plasma

are too far in the past, nor are the dead dark stars too far in

the future, to be part of this same world”—Lewis (1986b, p.
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Where Lewis differ from Leibniz is with respect to how things are con-

nected and with respect to the existence of other worlds. Whereas Leib-

niz was a determinist and believed in a single world, Lewis was a non-

determinist and believed in the rather unusual thesis that non-actual,

possible worlds exist objectively and independent of thought because

”philosophy [his own?] goes more easily” if we believe so (1986b, p.

vii).38 Although I take side with Lewis in the determinism vs. inde-

terminism debate my view differs most certainly from Lewis’ regarding

the existence of non-actual worlds, since I only see them as useful mind-

constructs not existing independent of thought.39

But do we really need the whole world for the purpose of econo-

metric reduction analysis? Spatially, yes, if we want to ensure a com-

plete analysis, but it is not necessary to be all-including backwards and

forward in time. Differently put, the worlds must contain everything

between a start point and an end point, but the portions outside this

interval are not really necessary although including them changes lit-

tle. So henceforth I will devise a world ω as a continuous time process

{w(t) : t ∈ [0,∞)} of worldly states-of-affairs w(t), where [0,∞) is con-

tained in the set of real numbers R. The number 0 denotes an arbitrary

starting point, say, yesterday at midnight or four million years ago, and

is not restrictive. However, bounding worlds temporally backwards in

time entails an implicit conditioning on the realised history preceding 0.

Backwards bounding thus means probabilities acquire an interpretation

of special interest, but apart from this the only function bounding serves

is to simplify the exposition.

Interpreting ω as worlds retains the intuitive use of probability alge-

bra. For example, if we want to say that A ∈ F denotes the event that
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(say) 10% of the labour force of an economy is unemployed at t, then the

only change in interpreting the ω as a world is that A now denotes the

set of all worlds in which 10% of the labour force of a certain economy is

unemployed at t. More formally, A = {ω : 10% unemployed at t}. If the

worlds are bounded backwards, then the interpretation becomes that A

denotes the set of all worlds in which 10% of an economy is unemployed

at t given the history of the world up to t = 0. Another common practice

is to interpret the outcome set Ω as a set of possible ”states-of-affairs”

or ”facts”. In possible worlds terminology a state-of-affair or fact at t is

now the set of all worlds in which a certain state-of-affairs or fact attains

at t. Finally, the possible worlds interpretation also accommodates ”in-

terval” events. With respect to the unemployment example, the event

A now becomes the set of worlds in which 10% of the labour force of an

economy is registered as unemployed over the time interval, say, [t0, t1].

6.3.2 Contingent particularism

”I am inclined”, in the words of Geoffrey Hawthorn, ”to the view that

the human world consists of contingent particulars” (1995, p. 10). Con-

tingency refers to the thesis that social events are not connected in

a deterministic manner, a question that has occupied philosophers for

thousands of years. There are at least two philosophical literatures of

relevance for this issue. The first is concerned with whether human be-

ing is endowed with a socalled ”free will” and if so what kind of free will.

The second literature is the socalled ”philosophy of mind” literature and

starts from two seemingly contradictory views. On the one hand that

human being presumably is made up of a finite number of indivisible

objects, usually referred to as particles, and on the other hand that hu-

man being is capable of a presumably infinite number of mental states
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(imagination, thought, etc.).40 Depending on one’s views on free will

and on the relationship between mind and matter, a variety of possible

views on how social events are connected is possible. Since I am unlikely

to convince the reader of my belief in the indeterminism thesis unless

she or he is already a believer I merely state the thesis as some sort of

axiom that I start from. Formally, with respect to the probability space

(Ω,F , P ), indeterminism is simply characterised by Ω containing more

than one element, that is, part a) in definition 4.

The meaning of the philosophical idea of a ”particular” is best un-

derstood when contrasted with its opposite, a ”universal”. In brief,

something is said to be of particular nature if there exists only one of its

kind, whereas something is said to be of universal nature if it is one out

of several of its kind or type. Another way to put it is that a particular

refers to the unique and non-repeatable, whereas a universal refers to

the repeatable. In the current context particularism is the thesis that,

literally, history does not repeat itself (no two points in time are exactly

equal in all respects).41 Formally this may be stated as follows.

Definition 1. Worldly particularism. A world ω = {w(t) :

t ∈ [0,∞)} ∈ Ω is said to be made up of particulars if for all

pairs t, t′ ∈ [0,∞) such that t 6= t′ and w(t), w(t′) ∈ ω, then

w(t) 6= w(t′).

134



CHAPTER 6. THE FIRST STAGE IN HENDRY’S REDUCTION
THEORY REVISITED

6.3.3 Historically inherited particulars

A further thesis I start from is that the current and the future depends

on and inherit the characteristics of the past. Differently put, every turn

history takes contributes in one or another way to the characteristics of

the worldly state-of-affairs of the future. This thesis I shall call ”his-

torical inheritance”, but before providing a formal formulation of this

property we need the idea of a worldly state-of-affairs process up to t.

Definition 2. Worldly state-of-affairs process. The pro-

cess ωt = {w(a) : a < t, t ∈ (0,∞)} ( ω is said to be a worldly

states-of-affairs process up to but not including t.

So intuitively ωt is a history up to t and note that the number 0 is not

included in the interval (0,∞) in order to ensure that ωt is non-empty.

We can now define historical inheritance.

Definition 3. Historical inheritance. The outcome space Ω

is said to consist of worlds made up of historically inherited par-

ticulars if:

a) All ω ∈ Ω are made up of particulars.

b) For all pairs of unequal worlds ω1, ω2 ∈ Ω, that is, ω1 6= ω2:

If ω1
t 6= ω2

t , then w1(t′) 6= w2(t′) for all t′ ∈ [t,∞), where w1(t′) ∈
ω1 and w2(t′) ∈ ω2.

In words, if two worlds contains the same history up to t (but not at

t), then the two worlds differ from each other in at least one respect at

every point in the future, that is, from t and onwards.
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6.3.4 Outcome sets consisting of indeterministic worlds

made up of historically inherited particulars

The proposed structure of the worlds ω is contained in definition 4. The

definition summarises the ideas of this section and provides the starting

point for what follows.

Definition 4. Outcome set consisting of indeterministic

worlds made up of historically inherited particulars. Let

(Ω,F , P ) be a probability space and let each ω ∈ Ω be equal to a

non-stochastic continuous time process {w(t) : t ∈ [0,∞)} with

[0,∞) ⊂ R. The outcome space Ω is said to consist of possi-

ble worlds made up of indeterministic and historically inherited

particulars if:

a) There exists more than one element in Ω (indeterminism).

b) For each ω ∈ Ω: For all pairs t, t′ ∈ [0,∞) such that t 6= t′

and w(t), w(t′) ∈ ω, then w(t) 6= w(t′) (particularism).

c) For each pair of unequal worlds ω1, ω2 ∈ Ω, that is, ω1 6= ω2: If

ω1
t 6= ω2

t then w1(t′) 6= w2(t′) for all t′ ∈ [t,∞), where w1(t′) ∈ ω1

and w2(t′) ∈ ω2 (historical inheritance).

The first property a) essentially states that the course of history is in-

deterministic. If Ω contained only a single world, then this would imply

that no other worlds are possible and therefore that the course of his-

tory is deterministic. The second property b) makes use of the notion

”states-of-affairs” at t which is denoted w(t), and essentially states that

history does not repeat itself. The third and final property c) imposes a

certain structure on the history-does-not-repeat itself property. Specifi-

136



CHAPTER 6. THE FIRST STAGE IN HENDRY’S REDUCTION
THEORY REVISITED

cally, it ensures that future properties are shaped by the past, thus the

terminology ”historical inheritance”.

6.4 The first stage in Hendry’s reduction theory

revisited

Definition 4 in subsection 6.3.4 provides the starting point of this section.

The economic mechanism under study is defined as the joint distribu-

tion of the theory variables, together with the probability space upon

which they are defined. It follows in a straightforward manner that an

economic mechanism is non-changing when the theory variables are de-

fined on the probability space, since all the change takes place at the

level of the worlds in the outcome set rather than at the level of the

joint distribution that relates the variables. The formulation of theory

variables can therefore be given a specific interpretation of practical use

in econometrics. This interpretation is outlined in subsection 6.4.1. It

also follows in a straightforward manner that the collection of data vari-

ables does not alter the underlying probability space. To see this recall

that any realisation of the data variable U corresponds to the worlds in

which the data were collected or could have been collected. For example,

for any realisation ut of Ut there is an associated set of possible worlds

{ω : Ut(ω) = ut} in which these data realisations can be obtained. Also,

if we would like to restrict ourselves to the worlds enabled by history,

then we can restrict ourselves to the intersection of {ω : Ut(ω) = ut}
and the set of possible worlds enabled by the course of history preceding

t. The second and final subsection 6.4.2 proposes a formal definition of

measurement validity, that is, the absence of measurement error, which

is enabled by the property that the probability space does not change
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due to the measurement process.

6.4.1 Formulation of theoretical variables as a reduction

Normative analysis is about how things should be, it is said, whereas pos-

itive analysis is value-independent and ”objective” investigation of how

things are. But is positive analysis entirely objective? Do we not, in any

investigation, choose which questions to address, which portions of so-

cial reality to study, and which categorical schemes, concepts, techniques

and language to employ? The idea that these choices are non-objective

in some sense is old and in my view not controversial. Examples of

economists who held this view are Max Weber (1994), Joseph Schum-

peter (1949) and Gunnar Myrdal (1953, pp. vii-viii; 1969). Since a world

contains everything and since the outcome set contains all the possible

worlds, the formulation of theoretical variables defined on the probabil-

ity space can be seen as reflecting some of these choices. In particular,

the formulation of theoretical variables can be seen to reflect which por-

tions of reality are studied as opposed to others, that is, as some sort of

”marginalisation” of the variables that are not studied. Differently put,

the formulation of theoretical variables can be seen as the ”conceptual

lenses” we view reality with. For example, in delineating and defin-

ing theoretical price and theoretical quantity, then other aspects of the

transaction process are not included in the analysis. This is clearly an

abstraction, since an anthropologist or an institutional economist might

be interested in whether the parties engaged in any form of negotiation,

whether there were implicit power-relations governing the transaction

process, or what the means of transactions were. All this and many

other aspects of the transaction are excluded from the analysis when

the only theoretical variables delineated are price and quantity. With
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the modified probability space the selection of which portions of reality

to analyse and the way they are depicted in terms of variables can be

treated as a simplification.

6.4.2 A definition of measurement validity

The idea of measurement error is familiar to econometricians. In the

methodological literature of the social sciences, discussions of measure-

ment error are often couched in terms of theoretical or nominal or con-

cept definition vs. measure or indicator or operational definition—see

for example de Vaus (2001, pp. 24-33), Punch (1998, pp. 47-48) and

Crano and Brewer (2002, pp. 5-12). That is, to what extent a measure

(say, the number of people receiving unemployment benefits) is capable

of providing information about a theoretical definition (say, the number

of unemployed). An operational definition that satisfactorily provides

the information sought is thus said to be measurement valid or concept

valid.

To recall, random variables are denoted in capitals and their re-

alisation in small letters. For example, a realisation of the theoret-

ical vector of variables U∗ is denoted u∗ = (u∗1,u
∗
2, . . . ,u

∗
t , . . . ,u

∗
T ),

with u∗t = (u∗t1, u
∗
t2, . . . , u

∗
ti, . . . , u

∗
tI(t)) for each t, where the symbol-

ism I(t) means the number of theoretical variables can vary with t.

Similarly, a realisation of the vector of data variables U is denoted

u = (u1,u2, . . . ,ut, . . . ,uT ), with ut = (ut1, ut2, . . . , utj , . . . , utJ(t)) for

each t, where the symbolism J(t) means the number of data variables

can vary with t. J(t) may of course differ from I(t). Ideally a defini-

tion of measurement validity of U∗ should be sequential and formulated

for a sequence of pairs (U∗
1,U1), (U∗

2,U2), . . . , (U∗
t ,Ut), . . . , (U∗

T ,UT ),

where at each t one may (or may not) condition on history and/or on
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data realisations preceding t. However, such a definition complicates no-

tation considerably so I only provide the definition for a generic t only,

(U∗
t ,Ut), since the extension to t = 1, 2, . . . , T is straightforward. Now,

recall the definition of a measurable variable.

Definition 5. Measurable variable. Let (Ω,F) and (Ω∗,G∗)
denote two measurable spaces, that is, F and G∗ are σ-fields on

Ω and Ω∗, respectively, and denote the elements of F and G∗ for

F and G∗, respectively. A function f : Ω −→ Ω∗ is said to be

F-measurable if for all G∗ ∈ G∗ we have {ω : f(ω) ∈ G∗} ∈ F .

In the case where Ω∗ is Euclidean space then f is a random vector. For

notational convenience I will use the symbolism f : (Ω,F) −→ (Ω∗,G∗)
to mean that f is a F-measurable function from Ω to Ω∗, with F and

G∗ being the associated σ-fields. Now, consider the two measurable

variables

U∗
t : (Ω,F) −→ (X∗

t ,G∗t ) and Ut : (Ω,F) −→ (Xt,Gt),

where X∗
t = X∗

t1×X∗
t2×· · ·×X∗

tI(t) and Xt = Xt1×Xt2×· · ·×XtJ(t), and

think of the first as the theory variable and the second as the data vari-

able. The elements of F , G∗t and Gt will be referred to as worldly events

at t, theory events at t and data events at t, respectively. Measurement

validity of the data event Gt ∈ Gt with respect to the theoretical event

G∗
t ∈ G∗t can now be defined in terms of equality between the worldly

events {ω : U∗
t (ω) ∈ G∗

t } ∈ F and {ω : Ut(ω) ∈ Gt} ∈ F . In words,

to what extent the set of possible worlds associated with a certain data

realisation equals the set of worlds associated with the theory event it

purports to measure. Generalised the idea can be summarised in the

following definition.
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Definition 6. Measurement validity of data events. A data

event Gt ∈ Gt is said to be:

a) measurement valid with respect to a theory event G∗
t ∈ G∗t if

{ω : Ut(ω) ∈ Gt} = {ω : U∗
t (ω) ∈ G∗

t }.

b) measurement invalid with respect to a theory event G∗
t ∈ G∗t

if {ω : Ut(ω) ∈ Gt} ∩ {ω : U∗
t (ω) ∈ G∗

t } = ∅.

c) partially measurement valid with respect to a theory event

G∗
t ∈ G∗t if {ω : Ut(ω) ∈ Gt} 6= {ω : U∗

t (ω) ∈ G∗
t } and {ω :

Ut(ω) ∈ Gt} ∩ {ω : U∗
t (ω) ∈ G∗

t } 6= ∅.

For convenience we may say that a data event is measurement valid, in-

valid or partially valid, respectively, since it is implicitly understood that

the validity is with respect to a certain theory event. The extensions to

theoretical variables is more or less straightforward, but for convenience

I only provide the definition for measurement validity.

Definition 7. Measurement validity of a data variable. A

data variable Ut : (Ω,F) −→ (Xt,Gt) is said to be measurement

valid if each Gt ∈ Gt is measurement valid.

Implicitly the definition thus assumes there is a theory variable U∗
t :

(Ω,F) −→ (X∗
t ,G∗t ) defined on the probability space (Ω,F , P ). Finally,

a definition of almost sure measurement validity can be formulated.

Definition 8. Almost sure measurement validity of a data

variable. Consider a data variable Ut : (Ω,F) −→ (Xt,Gt) and

denote the set containing measurement valid data events for G1
t =

{Gt ∈ Gt : Gt is measurement valid} ⊂ Gt. If P [
⋃∞

i=1 G1
t (i)] = 1

where {G1
t (1), G1

t (2), . . . , G1
t (i), . . . } = G1

t , then Ut said to be

measurement valid almost surely.
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The modified framework is summarised in table 6.2.

6.5 A history based probabilistic definition of

indeterministic causality

Discussions over what the appropriate definition of causality is for econo-

metrics enjoys a reasonably long history, for overviews and references see

amongst others Geweke (1984), Aigner and Zellner (1988), and Bauwens

et al. (forthcoming). Most of the suggested definitions have put more

weight on empirical implementability rather than philosophical justi-

fication, which is understandable given econometrics’ nature. In this

sense the definition outlined here distinguishes itself by explicitly giv-

ing more weight to philosophical considerations rather than empirical

implementation. Indeed, I believe that the principal use of the notion

of causality proposed here is conceptual analysis rather than empirical

analysis. The main characteristic of the definition is that it conceives

causality as having two aspects, historical possibility and causal effi-

ciency, and the section proceeds in four steps. In the first subsection

the idea of historical possibility is introduced and discussed, and in the

second causal efficiency. Subsection 6.5.3 brings out the most important

similarities and differences between the proposed definition and David

Lewis’ ideas, whereas the final subsection relates the ideas in this section

to a common definition of causality in econometrics, namely mathemat-

ical expectation conditional on an information set.

6.5.1 Historical possibility

The first aspect of causality is in a sense obvious. How can an event C

be considered as a cause of another event E if the second event is not
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even possible given the first? The approach to possibility pursued here

is that of historical possibility, that is, the idea that what is possible

tomorrow depends crucially on where we stand today. In other words,

the course of history up to t determines what is possible at and after t.

Before we can define this idea formally we need a definition of history.

Definition 9. History up to t. Let ωt be a state-of-affairs

process up to t. The event Ht = {ω : ωt ( ω} ∈ F is said to be

a history up to t.

In words Ht is the set of all possible worlds that contain the state-of-

affairs process ωt and intuitively Ht is exactly what its name suggests,

namely history up to t. Now, a possible or historically possible event is

defined as follows.

Definition 10. A historically possible event. Let Ht1 , Et2 ∈
F where t1 ≤ t2 and where Ht1 is a history up to t. Et2 is said to

be a possible event with respect to the history Ht1 if Ht1∩Et2 6= ∅.

In words, the event Et2 at t2 is said to be historically possible or possible

for short if at least one of its worlds is contained in history. Similarly,

an event is impossible if Et2 ∩ Ht1 = ∅, since Ht by construction con-

tains the set of all possible worlds containing the course of history up to

and including t. A consequence of definition 10 is that situations where

Et2 ∩ Ht1 6= ∅ and P (Et2 ∩ Ht1) = 0, that is, that Et2 is possible but

probabilistically impossible, are not excluded from the outset. Situa-

tions where the effect precedes its cause are on the other hand excluded

from the outset by the condition t1 ≤ t2. Another characteristic of the

definition is that it allows for events being causal for some t but not nec-

essarily at all t. In particular, the definition allows for socalled ”single
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case” causality with ”many case” causality being obtained as a proba-

bilistic reduction. Finally, the definition resolves a problem discussed

by Salmon (1993b, 1993a). In his view the definitions of probabilistic

causality put forward by Reichenbach (1956), Good (1961, 1962 and

1963) and Suppes (1970) all suffer from the fact ”that they attempt to

carry out the construction of causal relations on the basis of probabilis-

tic relations among discrete events. . . ” (1993b, p. 151). In other words,

they fail to take into account the continuous processes that connect

events. Salmon (1993a) himself proposed a solution that takes ”pro-

cesses rather than events as basic entities” (same place, p. 155). The

current approach follows in the same vein and thus constitutes an al-

ternative to Salmon’s approach. Specifically the current approach takes

continuous states-of-affairs processes (that is, worlds) as basic entities

with the consequence that discrete and continuous accounts—indeed,

even ”interval” accounts—of causality are reconciled in a neat manner.

6.5.2 Causal efficiency

Defining possibility in this way means conditional probability suggests

itself as a measure of causal efficiency. Heuristically a cause is said to

be more efficient than another if the first is more likely to bring about

the event in question, and formally we may define this as follows:
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Definition 11. Causal efficiency. Let Ha
t1 , Hb

t1 ∈ F denote

two different histories, that is, ωa
t1 6= ωb

t1 , and consider the event

Et2 ∈ F where t1 ≤ t2. Further let P (Et2∩Ha
t1), P (Et2∩Hb

t1) 6= ∅
and P (Ha

t1), P (Hb
t1) > 0:

a) If P (Et2 |Ha
t1) > P (Et2 |Hb

t1), then Ha
t1 is said to be causally

more efficient than Hb
t1 in bringing about Et2 .

b) If P (Et2 |Ha
t1) = P (Et2 |Hb

t1), then Ha
t1 and Hb

t1 are said to be

causally equally efficient in bringing about Et2 .

As an example, let Ha
t1 and Hb

t1 denote two different policy choices,

say, increasing the interest rate with 0.5%-point and no-change, respec-

tively, and let Et2 denote the desired policy objective, say, a yearly

inflation of 2.5% two years into the future. The conditions Et2 ∩Ha
t1 6= ∅

and Et2 ∩ Hb
t1 6= ∅ essentially state that the policy choices in question

both are capable of bringing about the desired objective Et2 . So if, say,

P (Et2 |Ha
t1) > P (Et2 |Hb

t1), then alternative a is more likely to attain Et2

than alternative b.

How does all this relate to the more common idea of an event Ct1 be-

ing the cause of an effect Et2 , most often expressed in terms of P (Et2 |Ct1)?

The answer lies in the structure of the underlying outcome space. Recall

that each element in the outcome space is devised as a continuous time

process of states-of-affairs from 0 and onwards. This means P (Et2 |Ct1)

can be interpreted as the probability of the event Et2 given the event Ct1 ,

and given history up to but not including t = 0. This is why bounding

worlds backwards produces a particularly interesting interpretation of

conditional probabilities. Moreover, it is not necessary for worlds to be

unbounded forward for this interpretation to obtain. Worlds may just as

well be devised as finite non-stochastic continuous time processes start-
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ing at t = 0 and ending when t = T . Similarly, the probability P (E)

where E is an arbitrary event in the event-set can be interpreted as

the probability of E coming about conditional on history up to but not

including t = 0.

6.5.3 David Lewis’ ideas compared

The account of causality outlined here is similar in so many ways to

Lewis’ account that one may ask where they actually differ. They do

differ in many ways but the most important are three. The first was

alluded to in subsection 6.3.1 and concerns the existence of possible

worlds. Whereas Lewis believed other worlds exist objectively and inde-

pendent of thought, I believe they originate in our imagination. Second,

Lewis aims to provide a framework that ”can serve alike under indeter-

minism or determinism” (1986d, p. 179). The account outlined here on

the other hand has been formulated with indeterminism in mind, and

I am not ready to say yet how related they are in the case when the

outcome space only contains a single world, which can be interpreted as

a version of determinism. Third, Lewis’ account ”is in terms of coun-

terfactual conditionals about probability; not in terms of conditional

probabilities” (same place, p. 178). Here, conditional probability is one

of two aspects of causality and (formal) counterfactual conditionals play

no role.

With respect to similarities the most important is how close my

ideas regarding causality are to Lewis’ (1986a) view on causal expla-

nation—in particular sections I and II. Another similarity concerns the

interpretation of probability. Events, that is, elements of F , are sets

of possible worlds, and the conditional probability (say) P (E|C) is the

objective propensity of the event C to bring about the event E. In
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other words, conditional probability may apply to single instances of

cases. The propensity (probability) is interpreted in the objective sense

as opposed to the subjective, but this should not be interpreted as a

critique against subjective accounts of probability. Indeed, in the words

of Lewis:

”We subjectivists conceive of probability as the measure of

reasonable partial belief. But we need not make war against

other conceptions of probability, declaring that where sub-

jective credence leaves off, there nonsense begins. Along

with subjective credence we should believe also in objective

chance. The practice and analysis of science require both

concepts”—(1986e, p. 83).42

6.5.4 Conditional expectations re-interpreted

It is common in econometrics to model the impact of one set of variables

on another by means of conditional expectations. In its general form

such conditional expectations may be denoted E(Xt|I = I), where Xt

is the random variable or variables in question, I is a σ-field contained

in F and I ∈ I.43A common example are socalled ”filtrations”. If Xt =

{X0, X1, . . . , Xt} denotes as sequence of the random variable up to and

including t, then the sequence of σ-fields generated by X0,X1, . . . ,Xt,

commonly denoted I0, I1, . . . , It and called ”information-sets”, is the

filtration of Xt if it is the case that It−1 ⊂ It and It ⊂ F for all t. As

a consequence, the conditional expectation E(Xt|It−1 = It−1) is often

referred to as the conditional expectation of Xt on all the information

available up to t, and sometimes even the true conditional expectation.

This is a peculiar practice if the information-set is interpreted to contain
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what its name suggest, namely information.

The current structure of the outcome space permits us to distinguish

between two distinct but compatible and complementary ideas, history

and information. Let It ∈ F denote the event that an entity (a person,

a group of persons, or whatever) possesses or uses a certain collection

of information at t, and let Ht ∈ F denote history up to and including

t as defined above. Two useful distinctions can be made. Between cor-

rect and incorrect information of the past on the one hand, and between

complete and incomplete information of the past on the other. More

formally, sets of correct and incorrect information are characterised by

It∩Ht 6= ∅ and It∩Ht = ∅, respectively, and sets of complete and incom-

plete correct information by It∩Ht = Ht and It∩Ht ( Ht, respectively.

This gives three cases. The first case is when the information in the

information-set is both correct and complete, and is of course entirely

unrealistic. Formally, It = Ht. The second case is when It contains

some correct information, but not all the correct information that ex-

ists. Formally, It ∩Ht 6= ∅ and It ( Ht. Finally, the third case is when

It contains incorrect information only. Formally, It 6= ∅ and It ∩Ht = ∅.

The point I am driving at is intuitively obvious, namely that in

practical econometrics our information is both incomplete and possibly

incorrect, and that we use this suboptimal information in estimating con-

ditional expectations. An attempt to formalise this idea could be the

following. The ”correct” or true expectation conditional on history is

given by E(Xt|F = Ht), whereas what the econometrician in practice es-

timates is E(Xt|It = It) where It is an incomplete and possibly partially

incorrect information set. Denoting this estimate by Ê(Xt|It = It), we

may say that one of the key concerns of econometrics is that of efficiently

choosing and making use of information such that Ê(Xt|It = It) is as
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close to E(Xt|F = Ht) as possible.

6.6 Conclusions

In this chapter I have argued that the underlying outcome space in

Hendry’s (1995) reduction framework can usefully be interpreted as con-

sisting of possible worlds made up of indeterministic and historically in-

herited particulars. First, although the human world is changing all the

time in indeterministic ways, the interpretation means the relationship

between random variables can still be analysed on the same underlying

probability space, since all the change takes place at the level of worlds.

Moreover, as an additional interpretation of practical interest the for-

mulation of theoretical variables can be seen as the ”perspective” from

which an issue is studied. Second, a probabilistic analysis on the same

underlying probability space on the relation between theory variables

and data variables is enabled. Third, a history based probabilistic def-

inition of indeterministic causality that nests discrete, continuous and

”interval” versions is proposed. Fourth, mathematical expectation con-

ditional on an information set is re-interpreted. Finally and more gen-

erally, a bridge between econometric (/probabilistic) reduction analysis

and metaphysics is provided.

This suggest several possible lines of research, both within the the-

ory and practice of econometrics, of which only the one with greatest

relevance to the rest of the thesis will be outlined here. The notion of

weak stationarity plays a central role in dynamic econometrics and is

cast in terms of marginal entities. To recall, a series {Yt}T
t=1 is defined

as weakly stationary if E(Yt) = µ for all t, and given any t we have

that E(Yt − µ)(Yj − µ) = σj for all j (that is, σj does not depend on t).
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However, as argued in this chapter, everything in the human world is

conditional and so it seems natural that this is taken into account in the

definition of weak stationarity. Specifically, a straightforward extension

is to reformulate the definition of weak stationarity as conditional on a

collection of events. Indeed, I would be very surprised if such a definition

has not already been proposed. Denote a collection of such conditioning

events as I = {I1, . . . , IN}, where I ⊂ F but where I is not necessarily

a σ-field. An example of a ”conditional” definition of weak stationarity

with respect to I would then be that, for all I ∈ I, E(Yt|F = I) = µ for

all t, and given any t we have that E[(Yt − µ)(Yj − µ)|F = I] = σj for

all j. Breaks or change in stationarity could then be sought explained

in terms of a change from one conditioning event I1 ∈ I to another

I2 ∈ I. For example, a ”break” from µ to µ′ could be sought explained

in terms of a change in circumstances I1, say, the existence of the Bret-

ton Woods Order of international finance, to I2, say, the breakdown of

the Bretton Woods Order. This would provide a conceptual solution and

a unifying framework to study such ideas as co-breaking (Hendry and

Massmann 2005), changing ”unconditional” volatilities (Engle and Gon-

zalo 2005; how can changes in unconditional volatiliy be explained unless

the change is due to a change in economic or other circumstances?) and

”common features” (Engle and Kozicki 1993).
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Table 6.1: Starting point, action and the resulting reduction in Hendry’s
framework associated with the first stage of reduction.

Reduction
no.

Starting point and resulting re-
duction

Action

The economic mechanism un-
der study: The theory variables
U∗ = (U∗

1, ...,U
∗
T ) defined on the

probability space (Ω,F , P )

Data collection and recording
of Ut ∈ U, that is, the process
of trying to measure the U∗

t ∈
U∗ variables

1. The data generation pro-
cess (DGP): The data set
U = (U1, ...,UT ) defined on the
transformed probability space
(Ω′,F ′, P ′)
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Table 6.2: Starting points, actions and resulting reductions associated with
Hendry’s framework when the outcome set consists of possible worlds made up
of indeterministic and historically inherited particulars.

Reduction
no.

Starting points and resulting re-
ductions

Action

A probability space (Ω,F , P ),
where the outcome-space Ω con-
sists of possible worlds made up
of indeterministic and histori-
cally inherited particulars

The delineation and definition
of a set of theory variables
U∗ = (U∗

1, . . . ,U
∗
T )

1. The economic mechanism un-
der study: The theory variables
U∗ = (U∗

1, ...,U
∗
T ) defined on the

probability space (Ω,F , P )

Data collection and recording
of Ut ∈ U, that is, the process
of trying to measure the U∗

t ∈
U∗ variables

2. The data generation process
(DGP): A data realisation u =
(u1, . . . ,uT ) of the data variables
U = (U1, . . . ,UT ) defined on the
probability space (Ω,F , P )
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Chapter 7

Conclusions

This thesis has sought contributing to the study and modelling of ex-

change rate volatility in several ways. Here, the results of the thesis are

summarised and suggestions for further research are proposed.

7.1 Summary of thesis

In chapter 2 a distinction was made between period and within-period

variability, a distinction of interest when studying variability across dif-

ferent exchange rate regimes. We also proposed the exponential model

of variability (EMOV) as a particularly convenient framework for ex-

planatory exchange rate volatility modelling.

Chapter 3 made full fuse of these ideas in studying the impact of

market activity on exchange rate variability in the case of Norway. The

main findings of this study are that the impact of short-term change in

market activity, as measured by relative week-to-week changes in quoting

frequency, is positive and statistically significant for both our definitions

of variability, and that the impact is relatively stable across three dif-

ferent exchange rate regimes. One might have expected that the effect
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would increase with a shift in regime from exchange rate stabilisation

to partial inflation targeting, and then to full inflation targeting, since

the Norwegian central bank actively sought to stabilise the exchange

rate before the full inflation targeting regime. In our data however there

are no clear breaks, shifts upwards nor trends following the points of

regime change. Indeed, the instability there is suggest the opposite,

namely that the impact was higher in the first regime when the Norwe-

gian central bank actively sought to stabilise the exchange rate. With

respect to the hypothesis that changes in long-term market activity—as

measured by the average level of quoting frequency in the previous six

weeks—increases variability, our results support to some extent that this

is the case for weekly range variability. However, our results do not sup-

port the hypothesis in the case of weekly period variability. We also

find some evidence that impact of long-term market activity on range

variability depends on exchange rate regime. In particular, that the im-

pact is higher in the first regime and lower (and possibly insignificant)

in the two subsequent regimes. Finally, our results do not suggest that

the persistence in variability can be explained by persistence in the level

of volume.

Chapter 4 undertook an out-of-sample evaluation of general to spe-

cific (GETS) modelling of exchange rate volatility. The GETS method-

ology has proved particularly useful in explanatory econometric mod-

elling of many economic time series, but can be difficult to implement

in computationally complex models—as is often the case for financial

volatility models—when many variables are involved—as is typically the

case in GETS-modelling. We proposed and showed that computational

complexity can be sidestepped by working with the EMOV, and our

out-of-sample forecast evaluation suggests that GETS-derived models
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are particularly useful in conditional forecasting.

Chapter 5 studied the relation between exchange rate variability,

market activity and heterogeneity using spot NOK/EUR transaction

data from banks within Norway’s regulatory borders. Whereas an in-

crease in short term global interbank market activity (as measured by

the relative increase in quoting frequency) increases range variability,

our results do not support the hypothesis that increases in short term

Norwegian market activity (as measured by the relative increase in spot

NOK/EUR trading volume) has a statistically significant impact on nei-

ther period nor range variability. Moreover, we do not find support for

the hypothesis that some groups of banks, for example big banks, have

an impact on variability through their short term market activity. With

respect to the impact of long term market activity, however, our re-

sults do suggest that Norwegian NOK/EUR trading has an impact. In

particular, we find some support of the hypothesis that increased long

term activity by banks in Norway increases range variability through

their long term spot NOK/EUR trading, and that groups of similarly

sized banks have different impacts. The group of small banks’ long term

market activity has a negative impact on period variability, whereas the

group of large banks’ long term market activity has a positive impact

on range variability.

Chapter 6 argued that the underlying outcome space in Hendry’s

(1995) reduction framework can usefully be interpreted as consisting

of possible worlds made up of indeterministic and historically inherited

particulars. First, although the human world is changing all the time

in indeterministic ways, the interpretation means the relationship be-

tween random variables can still be analysed on the same underlying

probability space, since all the change takes place at the level of worlds.
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Moreover, as an additional interpretation of practical interest the for-

mulation of theoretical variables can be seen as the ”perspective” from

which an issue is studied. Second, a probabilistic analysis on the same

underlying probability space on the relation between theory variables

and data variables is enabled. Third, a history based probabilistic def-

inition of indeterministic causality that nests discrete, continuous and

”interval” versions is proposed. Fourth, mathematical expectation con-

ditional on an information set is re-interpreted. Finally and more gen-

erally, a bridge between econometric (/probabilistic) reduction analysis

and metaphysics is provided.

7.2 Suggestions for further research

The results of the thesis suggests many areas and questions for further

investigation. In particular, Norwegian exchange rate variability, but

also the variability of other exchange rates, exhibit what seems to be a

structural break, that is, a shift upwards, around the end of 1996 and/or

beginning of 1997. The exact nature and timing of this event is not

well understood. According to van Dijk et al. (2005) several non-Euro

exchange rates against the USD experienced a break in unconditional

volatilities (their study was conducted by means of a dynamic condi-

tional correlation framework), and the NOK/USD exchange rate is the

one that exhibits the largest shift upwards (50%). They attribute the

break to a European Council meeting in December 1996 in which a de-

cision regarding the EMU was taken, and that this was pronounced in

the Norwegian case because of a change in the intervention policy of

the Norwegian Central Bank. According to Bjønnes et al. (2005) on the

other hand the events at the end of 1996/beginning of 1997 were due
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to a speculative attack by foreign speculants. These two explanations

are not necessarily incompatible, but to understand the exact nature,

timing and reasons for the shift upwards in variability around the end

of 1996/beginning of 1997 is therefore a further area of research.

In parts of this thesis we have used the Norwegian policy interest

rate rather than Norwegian money market interest rates, because the

impact of the variables constructed with the former is much more stable.

Although the policy interest rate affect interest rate bearing securities,

the actors in foreign exchange markets are mainly concerned with the

money market interest rates. So it would be desirable to use money

market interest rates instead. Further understanding on the relation

between policy interest rate changes, money market interest rates and

exchange rate variability is therefore necessitated.

Another area for further research that our results suggest should

be pursued is the heterogeneous impact Norwegian long term market

activity has on variability. Our results suggest a negative impact on

period variability from the long term market activity of small banks,

and a positive impact on range variability from the long term market

activity of large banks. It is not evident why this is the case, so further

investigation—possibly approaching the issue in different ways—could

shed further light on the issue.

The study that undertook an out-of-sample evaluation of GETS-

modelling in chapter 4 shows promise, but the generality of the re-

sults must be established. To what extent is GETS-modelling of fi-

nancial volatility useful on higher/lower frequencies than the weekly?

On other exchange rates and for other financial assets? Moreover, con-

trary to McAleer’s (2005) assertion, automated GETS-modelling of fi-

nancial volatility can be readily implemented and should be investigated
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more fully. A drawback with the EMOV is that the conditional mean

is restricted to zero, which means that predictability in the direction

of exchange rate changes can not be exploited. One interesting line for

further research is therefore to make use of two-step OLS estimators of

(say) ARCH-like models so that on the one hand all the numerical issues

and problems associated with GETS modelling of volatility are avoided,

and on the other that conditional means also can be modelled.

Finally, the results of chapter 6 suggest numerous possible lines of

research, both within the theory and practice of econometrics, of which

only the one with greatest relevance to the thesis content is outlined

here. The notion of weak stationarity plays a central role in dynamic

econometrics and is cast in terms of marginal entities. However, ac-

cording to the commonplace social ontology that underpinned chapter

6 everything in the human world is conditional, and so it seems natu-

ral that this is taken into account in the definition of weak stationarity.

Specifically, a straightforward extension is to reformulate the definition

of weak stationarity as conditional on a collection of events. Breaks

or changes in stationarity could then be sought explained in terms of

a change from one conditioning event to another. This would provide

a conceptual solution and a unifying framework to study such ideas as

co-breaking (Hendry and Massmann 2005), changing ”unconditional”

volatilities (Engle and Gonzalo 2005; how can changes in unconditional

volatiliy be explained unless the change is due to a change in economic

or other circumstances?) and ”common features” (Engle and Kozicki

1993).
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Notes

1See for example Karl Polanyi’s (2002 [1944]) classic The Great Transformation

for an argument along these lines. 730 delegates from 45 nations attended the United

Nations Monetary and Financial Conference, commonly known as the Bretton Woods

conference, from 1 to 22 July 1944 (Wikipaedia 2006)

2The term ”supervene” is borrowed from metaphysics. Here, it loosely means that

one event cannot ”cause” another unless there are processes that either connect them

”sequentially” or ”simultaneously”.

3This section draws to a notable extent on Mestad (2002) and the relevant web-

pages of the Central Bank of Norway (Norges Bank): http://www.norges-bank.no.

4This was made more precise in another Government resolution dated 6 May 1994.

5As an anecdote, Svein Gjerdrem, the Governor that assumed the position in Jan-

uary 1999 and which still occupies the post, was a key representative of the Ministry

of Finance in the letter exchange of May 1998.

6According to a recent estimate (Meyer and Skjelvik 2006, p. 36) spot NOK/EUR

trading accounts for 71% of total spot NOK-volume during the period October 2005

to January 2006, whereas spot NOK/USD trading accounts for only 14% of total

spot volume. The estimate is based on daily data collected by Norges Bank, and

comprises all NOK-trading in Norway and a substantial part of NOK-trading outside

Norwegian regulatory borders.

7This series is denoted St in the data appendix.

8This series is denoted rt in the data appendix.

9We make no claim to originality in suggesting this specification. Indeed, both

Epps and Epps (1976, p. 311) and Tauchen and Pitts (1983, p. 494) estimated linear

versions in their studies.

10It should be noted that since conditioning occurs within a different statistical

setup the {It} may differ from above in the EMOV setup. For example, in the SV

case It may contain past values of the stochastic term in the volatility specification.

11No generality is lost by only considering the ARCH family since the same type

of argument applies with respect to the SV family under standard assumptions.

12Jorion noted that, on daily data, the factor is typically 700 to 1. In our case

the median of the fitted values of σ2
t is between 500 and 600 times greater than the

median of the fitted values of µ2
t in the GARCH(1,1) and EGARCH(1,1) specifications

of chapter 4.
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13An alternative measure is Brousseau and Scacciavillani (1999), see Bernhardsen

and Røisland (2000) for an application of this measure in a Norwegian context.

14The awareness of financial market linkages and spill-overs in crisis periods is

old, see for example Kindleberger (1993), Kindleberger (2005) and ?, chapter X for

historical studies. For more recent references, see amongst other Hamao et al. (1990),

King and Wadhwani (1990), Lin et al. (1994), and Baele (2005). There is not much

literature on the impact of stock market variability on exchange rate variability, but

for studies of the opposite effect see Bodart and Reding (1999), and ?.

15Prior to 1999 central bank interest rates were very stable, at least from late 1993

until late 1996, and it was less clear to the market what role the interest rate actually

had.

16Another possibility could be that the oilprice variable is insignificant because its

impact works through the stock market variables. However, our data do not suggest

this since excluding the stock market variables from the analysis still renders the

oilprice variable insignificant.

17GETS modelling is also sometimes referred to as the ”LSE methodology”, after

the institution in which the methodology to a large extent originated in, and some-

times even ”British econometrics”, see Gilbert (1989), Mizon (1995) and Hendry

(2003).

18The term ”congruent” is borrowed from geometry: By ”analogy with one triangle

which matches another in all respects, the model matches the evidence in all measured

respects.” (Hendry 1995, p. 365)

19Other expositions of the GETS methodology and its foundations are Hendry and

Richard (1990), Gilbert (1990), Mizon (1995) and Jansen (2002).

20See Hendry (1995, pp. 362-367) and Mizon (1995) for further discussion.

21See Campos et al. (2005) for a more complete discussion.

22The single-path specification encompasses the PcGets specification in the sense

that vw
t−2 is significant. In the settings for PcGets we use comparable significance

levels and search strategies to the single-path simplification, and we have not been

able to verify why PcGets produces a different specification. A possible reason is

that PcGets employs information criteria in the case where multiple terminal models

result.

23Our sample of 573 observations is considerably larger than those investigated by

Lovell (1983), Hoover and Perez (1999) and Hendry and Krolzig (1999), the sequence

160



NOTES

of studies that resulted in PcGets. Whereas Lovell (1983) used only 23 observations,

the other two studies employed a maximum of 140 observations.

24This sample was chosen because the volatility of rt looks relatively stable over

this period. Specifically, the values of x̄w, ūw and īr
emu

are 0.633, 0.412 and 0.006.

25Specifically, the values of ẋw, u̇w and i̇r
emu

are 1.090, 0.727 and 0.001.

26If t denotes the sample size, k the number of parameters in b and M the observa-

tion at which recursive estimation starts, then for t = M, . . . , T the 1-step, breakpoint

and forecast tests are computed in PcGive as F (1, t− k − 1), F (T − t + 1, t− k − 1)

and F (t−M + 1, M − k − 1), respectively, see Hendry and Doornik (2001).

27The number 473 is due to the fact that the recursive estimation was initialised

at observation number 100.

28To be more precise, the parameter values are those suggested by the 1995 version

of RiskMetrics for daily data, which then was part of the merchant bank J.P. Morgan.

RiskMetrics is now an independent company and two versions of RiskMetrics have su-

perseded the 1995 May edition, see http://www.riskmetrics.com/techdoc.html. Note

also that the parameter values are obtained with a definition of volatility that differs

slightly from the one employed here.

29Patton (2005) has recently argued in favour of MSE in volatility forecast com-

parison. It should be noted however that his argument applies (under certain as-

sumptions) when the problem to be solved is to choose, in our notation, an V̂t such

that expected L(σ2
t , V̂t) is minimised, where L is a loss function. As we argued in the

previous subsection 4.4.1, however, the problem to be solved is to choose an V̂t such

that expected L(Vt, V̂t) is minimised. This is a qualitatively important difference and

it is not clear that Patton’s conclusions hold when the problem is formulated in our

way. Nevertheless, MSE is one of the most commonly applied statistic and there are

few disadvantages associated with it, so we follow suit in using it.

30Several other approaches to out-of-sample forecast comparison have been pro-

posed. One consists of adding other ingredients to the evaluation scheme, see for

example West et al. (1993) where the expected utility of a risk averse investor serves

as the ranking criterion. Similarly, Engle et al. (1993) provide a methodology in

which the profitability of a certain trading strategy ranks the forecasts. Yet another

approach takes densities as the object of interest, see Diebold et al. (1998), whereas

Lopez (2001) has proposed a framework that provides probability forecasts of the

event of interest.
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31The underlying data collection methodology and definitions were changed again

in January 2005. For this reason we do not use the data after 7 January 2005, see

appendix 3 for more details.

32These expressions were obtained through simplification of b2v
se
t1 +b3v

hl
t1 +b4v

se
t2−1+

b5v
hl
t2−1 in the period variability case, and b3v

hl
t1 + b5v

hl
t2−1 + b7v

hl
t1−1 + b9v

hl
t2−2 in the

range variability case, respectively. In the range case the specific form of persistence

is required for residuals to be serially uncorrelated.

33Later Haavelmo quotes Pareto: ”Il n’y a pas de proposition qu’on ne puisse

certifier vraie sous certaines conditions, à determiner” (same place, p. 1). This

might be taken as an indication on why he was agnostic about the existence or

”truthfulness” of such a joint distribution. Differently put, agreeing with Pareto that

truth is a complex issue and highly dependent one tests for it, Haavelmo chose to

defer the topic rather than engaging into a detailed and possibly futile discussion.

34Chapter 9 in Hendry (1995) is a revised version of Cook and Hendry (1994),

which is based on Hendry and Richard (1990).

35Throughout the chapter I will employ philosophical terms which I explain only

briefly. Readers interested in fuller explanations or further reading are referred to

(say) Honderich (1995) and Craig (2000).

36The ”important point”, he says, ”is that empirical relationships must arise from

these reductions of the DGP” (same place, p. 345).

37Leibniz was religious and originally he used the idea to argue that the world is

perfect because among all the possible worlds God must have chosen the most perfect

one, an idea that was ridiculed by Voltaire in his play Candide (Crane 1995). In

today’s philosophical usage however the term usually carries no religious connotation.

38The whole book is a defence of this thesis but see in particular pp. vii-ix and

pp. 133-135. For a brief and amusing summary of other philosophers’ reactions to

Lewis’s thesis, see Hawthorn (1995, footnote 24 pp. 23-24).

39For further philosophical issues and references regarding the idea of a possible

world useful starting points are Forbes (1995) and Moravcsik (1995). For an alter-

native but related use of the idea of a possible world by an economist, see Kluve

(2004).

40An entry on ”free will” is contained in virtually any philosophy or metaphysics

dictionary, see for example Honderich (1995) or Kim and Sosa (1995), and usually

contain further reading. A very accessible introduction to these issues, which is based
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on the author’s BBC lectures, is Searle (1991). Useful introductions to the philosophy

of mind are Kim (1996) and Heil (1998), the second being more advanced than the

first. A good text on the relation between mind and recent biological currents is Ruse

(1988). Texts that consider themselves to specifically address issues of social ontology

are Ruben (1985) and Pettit (1993). A useful introduction to metaphysics as it is

often conceived, a form of category theory, is Loux (1998).

41A further interpretation of the thesis that the human world is made up of partic-

ulars is that, literally, people differ from each other: No two persons are equal in all

respects at any point in time. In the current context, however, we only need the first

interpretation.

42Essentially this essay is Lewis’ account of the relation between subjective and

objective versions of probability. See also Lewis (1986c).

43Little is lost by restricting our attention to conditional expectations, since the

conditional probability of an event A given and event B is obtained by taking the

conditional expectation of the indicator function of A. For instance, E(IA|F = B) =

P (A|B).
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Data appendix

This data appendix contains three parts. Part A describes the sources

and transformations underlying the weekly data used in chapters 1 to

4. Part B describes the sources and transformations underlying the bi-

weekly data used in chapter 5, whereas part C provides the details of

the origin of the spot NOK/EUR volume data used in the same chapter.

All data transformations are undertaken in Ox 3.4 and EViews 5.1.

A. Sources and transformations of weekly data

St BID NOK/1EUR closing value of the last trading day of week t.
Before 1.1.1999 the BID NOK/1EUR rate is obtained by the for-
mula BID NOK/100DEM × 0.0195583, where 0.0195583 is the of-
ficial DEM/1EUR conversion rate 1.95583 DEM = 1 EUR divided
by 100. The source of the BID NOK/100DEM series is Olsen Fi-
nancial Technologies and the source of the BID NOK/1EUR series
is Reuters.

rt (log St − log St−1)× 100
V w

t {{log[St+I(St = St−1)×0.0009]−log(St−1)}×100}2. I(St = St−1)
is an indicator function equal to 1 if St = St−1 and 0 otherwise,
and St = St−1 occurs for t = 10/6/1994, t = 19/8/1994 and
t = 17/2/2000.

vw
t log V w

t

V r
t

∑
n[log(Sn/Sn−1)×100]2, where n = 1(t), 2(t), ..., N(t) and 1(t)−

1 = N(t−1). S1(t) is the first BID NOK/1EUR opening exchange
rate of week t, S2(t) is the first closing rate, S3(t) is the second
opening rate, and so on, with SN(t) denoting the last closing rate
of week t, that is, SN(t) = St.
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vr
t log V r

t

V hl
t [log(Sh

t /Sl
t)× 100]2, where Sh

t and Sl
t are the maximum and min-

imum values of bid NOK/EUR in week t.
vhl

t log V hl
t

Mt BID USD/EUR closing value of the last trading day of week t. Be-
fore 1.1.1999 the BID USD/EUR rate is obtained with the formula
1.95583/(BID DEM/USD). The source of the BID DEM/USD and
BID USD/EUR series is Reuters.

mt log Mt

Mw
t {{log[Mt +I(Mt = Mt−1)×0.0009]− log(Mt−1)}×100}2. I(Mt =

Mt−1) is an indicator function equal to 1 if Mt = Mt−1 and 0
otherwise.

mw
t log Mw

t

Qt Weekly number of NOK/EUR quotes (NOK/100DEM before
1.1.1999). The underlying data is a daily series from Olsen Finan-
cial Technologies, and the weekly values are obtained by summing
the values of the week.

qt log Qt. This series is ”synthetic” in that it has been adjusted for
changes in the underlying quote collection methodology at Olsen
Financial Technologies. More precisely qt has been generated un-
der the assumption that ∆qt is equal to zero in the weeks con-
taining Friday 17 August 2001 and Friday 5 September 2003, re-
spectively. In the first week the underlying feed was changed from
Reuters to Tenfore, and on the second a feed from Oanda was
added.

∆qt qt−qt−1. The values of this series has been set to zero in the weeks
containing Friday 24 August 2001 and Friday 5 September 2003,
respectively.

Ot Closing value of the Brent Blend spot oilprice in USD per barrel in
the last trading day of week t. The untransformed series is Norges
Bank database series D2001712.

ot log Ot

Ow
t {{log[Ot + I(Ot = Ot−1) × 0.009] − log(Ot−1)} × 100}2. I(Ot =

Ot−1) is an indicator function equal to 1 if Ot = Ot−1 and 0
otherwise, and Ot = Ot−1 occurs three times, for t = 1/7/1994, t
= 13/10/1995 and t = 25/7/1997.

ow
t log Ow

t

Xt Closing value of the main index of the Norwegian Stock Exchange
(TOTX) in the last trading day of week t. The source of the daily
untransformed series is EcoWin series ew:nor15565.

xt log Xt

Xw
t {[log(Xt/Xt−1)]×100}2. Xt = Xt−1 does not occur for this series.

xw
t log Xw

t
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Ut Closing value of the composite index of the New York Stock
Exchange (the NYSE index) in the last trading day of week t.
The source of the daily untransformed series is EcoWin series
ew:usa15540.

Uw
t {[log(Ut/Ut−1)]× 100}2. Ut = Ut−1 does not occur for this series.

uw
t log Uw

t

IRemu
t Average of closing values of the 3-month market interest rates of

the European Monetary Union (EMU) countries in the last trading
day of week t. The source of the daily untransformed series is
EcoWin series ew:emu36103.

iremu
t (∆IRemu

t )2.
Ft The Norwegian central bank’s main policy interest-rate, the so-

called ”folio”, at the end of the last trading day of week t. The
source of the untransformed daily series is Norges Bank’s web-
pages.

fa
t |∆Ft| × Ia, where Ia is an indicator function equal to 1 in the

period 1 January 1999 - Friday 30 March 2001 and 0 elsewhere
f b

t |∆Ft|×Ib, where Ib is an indicator function equal to 1 after Friday
30 March 2001 and 0 before

idt Russian moratorium impulse dummy, equal to 1 in the week con-
taining Friday 28 August 1998 and 0 elsewhere.

sdt Step dummy, equal to 0 before 1997 and 1 thereafter.
iat Skewness variable, equal to 1 when rt > 0 and 0 otherwise.
hlt l = 1, 2, . . . , 8. Holiday variables with values equal to the number

of official Norwegian holidays that fall on weekdays. For example,
if 1 January falls on a Saturday then h1t is equal to 0, whereas if 1
January falls on a Monday, then h1t is equal to 1. h2t is associated
with Maundy Thursday and Good Friday and thus always equal
to 2, h3t with Easter Monday and thus always equal to 1, h4t

with Labour Day (1 May), h5t with the Norwegian national day
(17 May), h6t with Ascension Day, h7t with Whit Monday and
h8t with Christmas (Christmas Day and Boxing Day). Source:
Http://www.timeanddate.com.
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B. Sources and transformations of bi-weekly data

t, t2, t1 Time indices. t denotes the week in question, t2 stands for the
period that comprises the last two trading days in Norway of
week t, that is, typically Thursday and Friday when neither is
a holiday, and t1 stands for the period that comprises the other
trading days in Norway of week t, that is, typically Monday,
Tuesday and Wednesday. The symbolism t2 − 1 denotes the
second part of week t − 1, t1 − 1 denotes the first part of week
t− 1, t2 − 2 denotes the second part of week t− 2, and so on.

st2 , st1 log St2 , log St1 . S variables denote BID NOK/1EUR exchange
rates: Open (07:00 GMT), close (21:50 GMT), high and low.
SC

t2 stands for the closing value in the last trading day of t2,
SC

t1 stands for the closing value in the last trading day of t1,
SO

t2 stands for the opening value in the first trading day of t2,
SO

t1 stands for the opening value in the first trading day of t1,
SH

t2 stands for the highest value in t2, SH
t1 stands for the highest

value in t1, SL
t2 stands for the lowest value in t2 and SL

t1 stands
for the lowest value in t1. The corresponding log-transformed
exchange rates are denoted in small letters, that is, sc

t2 , sc
t1 , so

t2 ,
so

t1 , sh
t2 , sh

t1 , sl
t2 and sl

t1 . The source of the daily untransformed
data is Reuters.

rse
t2 , rse

t1 Period or ”start-end” log-returns in percent. Specifically, rse
t2 =

(sc
t2 − so

t2)× 100, and rse
t1 = (sc

t1 − sc
t2−1)× 100.

rhl
t2 , rhl

t1 Range or ”high-low” log-returns in percent. Specifically, rhl
t2 =

(sh
t2 − sl

t2)× 100, and rhl
t1 = (sh

t1 − sl
t1)× 100.

vse
t2 , vse

t1 log V se
t2 , log V se

t1 . V se variables denote period volatility in basis
points. Specifically, V se

t2 = (rse
t2 × 100)2 and V se

t1 = (rse
t1 × 100)2.

In order to avoid the log-transformation being applied on zero-
values, rse

t2 is replaced by min |rse
t2 | when rse

t2 = 0 where the min-
imum is taken over the set of non-zero values of rse

t2 . Similarly
rse
t1 is replaced by min |rse

t1 | when rse
t1 = 0 where the minimum is

taken over the set of non-zero values of rse
t1 .

vhl
t2 , vhl

t1 log V hl
t2 , log V hl

t1 . V hl variables denote range volatility in basis
points. Specifically, V hl

t2 = (rhl
t2 × 100)2 and V hl

t1 = (rhl
t1 × 100)2.

There is no need to handle zero-values since neither rhl
t2 = 0 nor

rhl
t1 = 0 occur.
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qt2 , qt1 log Qt2 , log Qt1 . Qt2 is the number of NOK/EUR quotes in t2,
whereas Qt1 is the number of NOK/EUR quotes in t1. The
source of the untransformed data is Olsen Financial Technolo-
gies (OFT) and the variables have been adjusted for changes
in the underlying quote collection methodology at OFT. More
precisely qt2 (qt2) has been generated under the assumption that
∆qt2 (∆qt2) is equal to zero in the weeks containing Friday 17
August 2001 and Friday 5 September 2003, respectively. In the
first week the underlying data feed was changed from Reuters
to Tenfore, and on the second a feed from Oanda was added to
the Tenfore feed.

q̄t2−1,
q̄t1−1

Lagged averages of qt2 and qt1 , respectively, where a superscript
indicates the number of terms in the average. For example,
q̄2
t2−1 = 1

2 (qt2−1 + qt2−2), q̄2
t2−1 = 1

3 (qt2−1 + qt2−2 + qt2−3), and
so on.

zt2 log Zt2 . Zt2 variables denote measures of spot NOK/EUR trans-
action volumes by banks in Norway in t2: Total volume, the vol-
ume of big banks, the volume of medium-sized banks and the vol-
ume of small banks. The four variables are denoted Ztot

t2 , Zbig
t2 ,

Zmed
t2 and Zsma

t2 , and by definition Ztot
t2 = Zbig

t2 + Zmed
t2 + Zsma

t2 .
The source of the untransformed data is Norges Bank, see ap-
pendix 2 for more details.

z̄t2−1 Lagged averages of zt2 where a superscript indicates the volume
category in question and the number of terms in the average.
For example, z̄

tot/2
t2−1 = 1

2 (ztot
t2−1+ztot

t2−2), z̄
tot/3
t2−1 = 1

3 (ztot
t2−1+ztot

t2−2+
ztot
t2−3), and so on.

mse
t2 log Mse

t2 , where Mse
t2 is USD/EUR volatility in basis points con-

structed in the same way as V se
t2 . The source of the untransformed

daily BID USD/EUR series is Reuters.

ose
t2 log Ose

t2 , where Ose
t2 is oilprice volatility in basis points at t2 . If

oc
t2 and oc

t1 denote the log of the Brent Blend spot oilprice in USD
per barrel in the last trading day of t2 and t1, respectively, then
Ose

t2 = [(oc
t2−oc

t1)×1002]2, where (oc
t2−oc

t1) has been zero-adjusted
in the same way as rse

t2 so that the log is not applied on zero values.
The underlying untransformed daily series consists of Norges Bank
database series D2001712.

xse
t2 log Xse

t2 , where Xse
t2 is the volatility in basis points of the main

index (TOTX) of the Norwegian stock exchange at t2. If xc
t2 and

xc
t1 denote the log of the closing values in the last trading day

of t2 and t1, respectively, then Xse
t2 = [(xc

t2 − xc
t1)× 1002]2, where

(xc
t2−xc

t1) has been zero-adjusted in the same way as rse
t2 so that the

log is not applied on zero values. The underlying untransformed
daily series consists of EcoWin database series ew:nor15565.
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use
t2 log Use

t2 , where Use
t2 is the volatility in basis points of the New

York Stock Exchange (NYSE) index at t2. If uc
t2 and uc

t1 denote
the log of the closing values in the last trading day of t2 and t1,
respectively, then Use

t2 = [(uc
t2−uc

t1)×1002]2, where (xc
t2−xc

t1) has
been zero-adjusted in the same way as rse

t2 so that the log is not
applied on zero values. The underlying untransformed daily series
consists of EcoWin database series ew:usa15540.

iremu
t2 A measure of EU short-term market interest rate volatility in basis

points. If IRemu
t2 and IRemu

t1 denote the averages of the EMU
countries’ 3-month money market interest rates in percent (closing
values) in the last trading day of t2 and t1, respectively, then
iremu

t2 = [(IRemu
t2 −IRemu

t1 )×100]2. The underlying untransformed
daily series consists of EcoWin database series ew:emu36103.

irno
t2 A measure of Norwegian short-term market interest rate volatil-

ity in basis points. If IRno
t2 and IRno

t1 denote Norwegian 3-
month money market interest rates in percent (closing values)
in the last trading day of t2 and t1, respectively, then irno

t2 =
[(IRno

t2 −IRno
t1 )×100]2. The variable irno,b

t2 is the short term interest
rate volatility in the partial inflation targeting regime, and irno,c

t2

in the full inflation targeting regime. Specifically, irno,b
t2 = irno

t2
until 30 March 2001 and zero afterwards, and irno,c

t2 = irno
t2 after

30 March 2001 and zero before. The irno,b
t2 and irno,c

t2 variables are
further decomposed according to whether the Norwegian central
bank (Norges Bank) changes its policy rate (the socalled ”Folio”)
or not, and these variables appear with the additional superscripts
0 or ∆. For example, irno,c0

t2 is equal to irno,c
t2 when Norges Bank

does not change its policy rate in the full inflation period and zero
when it does, whereas irno,c∆

t2 is equal to irno,c
t2 when Norges Bank

changes its policy interest rate in the full inflation period and zero
otherwise. Similarly for irno,b0

t2 and irno,b∆
t2 in the partial infla-

tion targeting period. The underlying untransformed daily series
consists of EcoWin database series ew:nor14103.

id2
t2 ,

id3
t2

Impulse dummies. id2
t2 is equal to 1 in the week containing

Friday 11 January 2002 and 0 elsewhere, and id3
t2 is equal to 1

in the week containing Friday 23 April 2004 and 0 elsewhere.

iat2 Skewness variable equal to 1 when rse
t2 > 0 and 0 otherwise.
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C. Sources and transformation of spot NOK/EUR

volume data

The Zt2 variables are constructed using information obtained from a

form that the most important currency banks within Norwegian reg-

ulatory borders fill out and send to Norges Bank every week, and we

are indebted to Erik Meyer at the statistics department of Norges Bank

for confirming that the data essentially consists of NOK-trading (the

documentation of the data suggests otherwise). The data have been col-

lected since the beginning of the 1990s, but have undergone significant

changes with respect to data definitions, data collection methodology

and data correction methodology, all only partially documented. Table

7.1 contains a form that is similar to the one which each reporting bank

submitted electronically over the period 1 January 1999 - 7 January

2005. Collection of the data discontinued after 7 January 2005 in order

to prepare for an entirely new, more detailed and comprehensive data

methodology. The new methodology was implemented in October 2005,

see Meyer and Skjelvik (2006). An ”asset” refers to a purchase contract,

that is, a purchase of non-Norwegian currency paying with Norwegian

kroner, and a ”liability” refers to a sales contract, that is, a sales of

non-Norwegian currency paid with Norwegian kroner. For all fields the

amount reported is in Norwegian kroner even if the contract is denomi-

nated in Euros. If the contract is denominated in Euros then the value

of the contract is transformed to Norwegian kroner using the official

daily exchange rate of Norges Bank of the day in which the contract is

made, that is, not the exchange rate corresponding to the day in which

the contract is cleared. Accordingly, the trading volume of reporting

banks comprise not only NOK/EUR trading, but also NOK/USD trad-

ing, NOK/GBP trading, and so on. For this reason we use only fields
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2 and 7, that is, uncleared spot assets and liabilities, since the spot

market on Norwegian currency is dominated by NOK/EUR trading. In

the interbank spot market currency purchases and sales are made with

actual delivery typically taking place two trading days later. The cate-

gory ”uncleared” thus refers to transactions which took place in the last

two trading days of the week. This explains our focus on exchange rate

volatility over the last two trading days of the week.

Let Zj
it2

to denote the value of field j for bank i at t2, and for con-

venience we will refer to Zit2 variables as NOK/EUR trading although

it strictly speaking may comprise some non-Euro trading against the

NOK. Total spot NOK/EUR transaction volume is then defined as

Ztot
t2 =

∑
i(Z

2
it2

+ Z5
it2

).

In words, the sum of all banks’ purchase and sales volumes of spot

NOK/EUR in the last two trading days of week t. The volume of big,

medium sized and small banks are all sub sums of this expression. If big

refers to the set of big banks in terms of currency volume, med to the

set of medium sized banks and sma to the set of small sized banks, then

the variables are defined as

Zbig
t2

=
∑

i∈big(Z
2
it2

+ Z5
it2

)

Zmed
t2 =

∑
i∈med(Z

2
it2

+ Z5
it2

)

Zsma
t2 =

∑
i∈sma(Z

2
it2

+ Z5
it2

),

where by definition Ztot
t2 = Zbig

t2
+ Zmed

t2 + Zsma
t2 . When comparing the

volumes of the individual banks, which are relatively stable over the
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sample, the banks classified as big are substantially bigger than the

others in terms of spot NOK/EUR volume, and the banks classified

as small are substantially smaller than than the others in terms of spot

NOK/EUR volume. For confidentiality reasons we cannot disclose which

banks enter in which category.
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Table 7.1: Norges Bank’s currency volume form

Field Amount
(in NOK)

Spot assets Total 1
Uncleared 2
Norwegian banks 3
Norwegian customers 4
Foreign customers 5

Spot liabilities Total 6
Uncleared 7
Norwegian banks 8
Norwegian customers 9
Foreign customers 10

Forward assets Total 11
Norges Bank 12
Other Norwegian banks 13
Norwegian customers 14
Foreign customers 15

Forward liabilities Total 16
Norges Bank 17
Other Norwegian banks 18
Norwegian customers 19
Foreign customers 20
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